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Abstract

How did Britain sustain faster rates of economic growth than comparable European

countries, such as France, during the Industrial Revolution? We argue that Britain

possessed an important but underappreciated innovation advantage: British inventors

worked in technologies that were more central within the innovation network. We

o�er a new approach for measuring the innovation network using patent data from

Britain and France in the late-18th and early-19th century. We show that the network

in�uenced innovation outcomes and demonstrate that British inventors worked in

more central technologies within the innovation network than French inventors.

Drawing on recently developed theoretical tools, and using a novel estimation strategy,

we quantify the implications for technology growth rates in Britain compared to France.

Our results indicate that the shape of the innovation network, and the location of

British inventors within it, explains an important share of the more rapid technological

change and industrial growth in Britain during the Industrial Revolution.
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1 Introduction
One of the enduring questions of the Industrial Revolution is: why was Britain able to

achieve more rapid economic growth than other European countries? There is now a

substantial list of potential British advantages, including the country’s uniquely practical

Enlightenment tradition (Mokyr, 2009), its well-developed apprenticeship systems (Kelly,

Mokyr, and Ó Gráda, 2014, 2023), the stable institutions established in the wake of the

Glorious Revolution of 1688 (North and Weingast, 1989; Acemoglu, Johnson, and Robinson,

2005), higher wages (Allen, 2009a; Voth, Caprettini, and Trew, 2022), and its advantageous

natural resources (Pomeranz, 2000; Fernihough and O’Rourke, 2021).
1

Despite the substantial body of ongoing research on this topic, the debate over the

key factors that advantaged Britain during the Industrial Revolution remains largely

unsettled. One reason that the debate remains unsettled is that existing studies rarely

provide quantitative estimates of the growth contribution of the various hypothesized

advantages. In the absence of quanti�cation, it is di�cult to assess how much di�erent

factors mattered. In addition, existing explanations have been subject to concerns about

“post hoc, propter hoc” logic, because it is di�cult to separate factors that happened to be

present around the time when the Industrial Revolution occurred from those that actually

contributed to its onset (Crafts, 1977, 1995). Modern economic growth theory o�ers tools

that can help address these concerns.

In this paper, we harness recent advances in economic growth theory and develop

new approaches to using historical data in order to improve our understanding of this

critical period in economic history. We begin by proposing a novel hypothesis for Britain’s

advantages during the Industrial Revolution period. Speci�cally, we argue that British

inventors were working “at the right place” in the innovation network, i.e., in technologies

that generated more bene�cial innovation spillovers. Our idea builds on emerging literature

in growth economics which �nds that innovation in some technologies generates more

spillover bene�ts than innovation in others (Acemoglu, Akcigit, and Kerr, 2016; Cai and Li,

2019; Huang and Zenou, 2020; Liu and Ma, 2023), so that how a country’s research e�orts

are allocated within the innovation network can substantially impact the overall rate of

economic growth.

Translating these ideas into the context of the Industrial Revolution, we ask: did Britain

possess a growth advantage because British inventors were more focused on technologies,

such as steam engines, machine tools, or metallurgy, that generated stronger spillover

bene�ts for other technologies and were therefore more central in the innovation network?

In contrast, could it have been the case that Continental economies like France experienced

slower technological progress, in part, because their inventors focused on developing

technologies, such as apparel, glass, or papermaking, which were more peripheral in the

1
Other explanations have also been o�ered. Voigtländer and Voth (2006), for example, emphasize the role

of demographic change and capital deepening.

1



innovation network?
2

To structure our analysis, we begin with a growth model, from Liu and Ma (2023), that

incorporates an innovation network. In this network, each node is a technology type, while

each edge re�ects the extent to which innovations in one technology type increase the

chances of further innovation in another. This model provides a framework for thinking

about how the distribution of researchers across technology types a�ects the growth rate

in the economy. It also generates speci�c expressions that, given the matrix of connections

across technology types, allow us to quantify how di�erent allocations of researchers

across those types a�ects growth.

Examining these issues during the Industrial Revolution requires the development of a

new empirical approach. Like previous studies, we study innovation using patent data: for

Britain from 1700 to 1849, and for France from 1791-1844.
3

Like modern patent data, these

historical patent data cover a large number of inventors and their inventions, providing a

rich source of information on innovation during the Industrial Revolution.
4

However, key

pieces of data, such as patent citations and R&D expenditures, are missing in our setting.

A key challenge in our setting is measuring spillovers across technology types. The

innovation literature typically uses patent citations, but these are not available in our

historical setting. Instead, we introduce a new approach based on the idea that if there are

spillovers between two technology types, then inventors working primarily on one type

will occasionally �le patents in the other. In particular, we measure the extent of spillovers

from technology category j to i based on the propensity of inventors who patent in j to

subsequently patent in i. Since our approach is new, we validate it using modern data.

Speci�cally, using U.S. patents from 1970-2014, we construct innovation networks using

our approach as well as the citation-based approach used in modern studies. Comparing

these networks shows that the two approaches generate networks that are extremely

similar. This suggests that our method does a good job of recovering the underlying

innovation network. Developing and validating this new approach, which allows the

study of innovation networks much further back in history than currently possible, is one

primary contribution of our study.

Using our approach, we document innovation networks in Britain and France that

feature a dense central core of closely related—and mainly mechanical—technologies. One

2
Hallmann, Rosenberger, and Yavuz (2021) quantify how technological leadership in invention of Britain

vs. France varied across technologies, with Britain leading, besides others, in steam engines and textile

technologies, and France leading, besides others, in papermaking and shoemaking. Mokyr (1990, Chapter

5) provides a historical overview on British technological lead or lag in invention relative to Continental

Europe.

3
Both of these were periods during which the patent systems were largely stable. We end just before the

major British patent reform of 1852 and the French patent reform of 1844.

4
Of course, not every useful invention was patented, as (Moser, 2012) has shown. To account for this,

we also generate results based on data from non-patented inventions exhibited in the 1851 Crystal Palace

exhibition. These results con�rm the patterns that we obtain with the patent data.
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important question about our estimated networks is, do they re�ect fundamental features

of the underlying technologies or simply re�ect the local innovation environment in each

country? To answer this question, we begin by constructing a crosswalk between the two

very di�erent technology categorization systems used in the two countries, based on a

set of patents that we identify that were patented in both locations. Once we have both

British and French patents expressed in common technology categories, we compare the

innovation networks derived from these two sets of patents. We �nd that the networks

share a common underlying structure. Thus, our innovation matrices do not just re�ect

the local economic environment; instead, a signi�cant part of each re�ects an underlying

‘global’ network of spillovers across technology categories.

Next, we establish that the shape of the technology spillover network matters for

innovation outcomes. As a �rst step, we follow existing work on modern patent data by

analyzing how patenting rates vary across technology categories depending on the lagged

knowledge stock in other categories, weighted by the strength of connections through

the innovation matrix. Consistent with the theory, and the results in previous studies

of modern data, we �nd a signi�cant positive associations of patenting with the lagged

network weighted knowledge stock, shrinking toward zero as lags increase. However, the

lack of exogenous variation in the lagged knowledge stock means that this result could be

due to common shocks that a�ect connected technology categories.

Thus, in the second step, we provide evidence based on a source of quasi-exogenous

variation in the timing of increases in the knowledge stock at some nodes of the innovation

network. Speci�cally, we use the unexpected arrival of “macroinventions.” These are

inventions which Mokyr (1990) describes as “a radical new idea, without a clear prece-

dent, emerges more or less ab nihilo.” We o�er three di�erent approaches to identifying

macroinventions, and then examine whether the arrival of a new macroinvention in one

technology category leads to a subsequent increase in patenting in downstream technology

categories within the innovation network. Here, the identifying assumption is not that the

development of a particular type of macroinvention was random, but that the timing of the

arrival of a macroinvention of a particular technology type was unpredictable within the

two-decade time frame of analysis. Using pooled di�erence-in-di�erence and event study

analyses for a time frame of ten years before and after the arrival of each macroinvention,

we show that the arrival of a macroinvention upstream in the innovation network from a

technology category results in an increase in patenting within that category. In contrast,

the arrival of a macroinvention downstream from a technology category is not associated

with an increase in patenting in that technology category. This second result provides a

useful placebo check on our analysis. Providing better-identi�ed evidence on the causal

impact of the innovation network on technology development than what is currently

available is the second main contribution of our study.

Next, we look at whether there are notable di�erences in the allocation of British and
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French inventors within the innovation network. We study this by comparing British inven-

tors patenting in France to French inventors, and comparing French inventors patenting in

Britain the British inventors.
5

We �nd that among French patents, patents by British-based

inventors were signi�cantly more central compared to the average patents by French

domestic inventors, whereas among British patents, patents by French-based inventors

were less central compared to the average patent by British domestic inventors. The pattern

indicates that British inventors were more likely to work in central technology categories

than French inventors. As more central nodes have stronger spillover connections to

other technology categories, the more central locations occupied by British inventors are

consistent with a greater “bang for the buck” of British innovation on the aggregate rate of

technological progress.

In last part of our paper, we bring our data to the model. To do so, we need to back

out the allocation of research e�ort across technology types. Previous studies use R&D

expenditures to measure the allocation of research e�ort, but these are not available in our

setting. To overcome this, we develop a new estimation strategy that allows us to back

out the allocation of research e�ort, as well as other key model parameters, from observed

research outputs (patents). Using these estimated allocations, and the structure of the

model, we can quantify the growth impact of di�erences in the allocation of British and

French researchers across di�erent technology categories. Importantly, these predicted

growth di�erences are driven only by di�erences in the allocation of researchers across

technology types, and abstract from any di�erences in the overall level of research e�ort

in the two countries, as well as any other factors that di�erentially a�ect growth rates

outside of the innovation network. Developing this new estimation strategy, and using

it to quantify the impact of di�erences in the allocation of researchers across technology

types is the third main contribution of our paper.

Existing estimates for Britain suggest that industrial production—our focal aspect of

growth since the inventions that we study were most relevant there—grew by between

3.1 and 3.5% during the �rst half of the nineteenth century (Broadberry, Campbell, Klein,

Overton, and van Leeuwen, 2015). In France, estimates indicate growth rates of between

1.9 and 2.5% in the same period (Crouzet, 1996; Asselain, 2007).
6

Taking the midpoint of

this range, our estimates suggest that di�erences in the allocation of researchers explain

around one-half of the observed growth di�erence between the two countries.

Finally, our method allows us to identify which technologies made the largest contri-

5
We have also attempted to study whether British vs. French inventors were more central within the

innovation network of a third country, using U.S. patent data. Unfortunately, this analysis is not possible

because U.S. patents only become available starting in 1836 (earlier patent information was lost due to a �re)

and there are too few British and French inventors patenting in the U.S. in the two decades after that to draw

any clear conclusions on their relative centrality within the U.S. network.

6
How di�erent the British and French growth rates truly were during the period we are interested in

has been a long-term subject of debate, with important contributions by Cameron (1958) and O’Brien and

Keyder (2011).
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bution to the overall growth di�erence. We �nd that by far the most important technology

category for Britain’s growth advantage was steam engine technologies, followed by tech-

nologies related to fuels (such as coal and coke), shipbuilding, water and �uids (such as

pumps), and metallurgy. These results con�rm, quantitatively, the historical narrative

emphasizing the importance of these industries for the British economy during the Indus-

trial Revolution. In contrast, French research e�ort was relatively more concentrated in

technologies related to consumer products, such as �our milling, co�ee, boots and shoes,

and lamps and lighting, which provided fewer growth advantages.

In sum, we show that Britain bene�ted from an advantageous allocation of research

e�ort across technology types during the Industrial Revolution, and that this di�erence

meaningfully contributed to Britain’s more rapid industrialization. As in existing work

using similar methods such as Liu and Ma (2023), our analysis takes as given the di�erences

in the allocation of inventors across technologies. Thus, our mechanism complements

explanations for the British advantage during the Industrial Revolution, in particular those

that can explain why British inventors were more likely than the French to work on tech-

nologies that happened to be more central within the innovation network, in particular

mechanical technologies. For example, it could be that Britain’s practical Enlightenment

tradition and well-developed apprenticeship system (Mokyr, 2009; Kelly et al., 2014) con-

tributed to the British inventors’ greater ability for working on mechanical technologies, or

that high wages and access to cheap coal steered British inventors to focus on labor-saving

mechanical devices (Allen, 2009a).
7

Thus, the contribution of our paper lies in demonstrat-

ing that Britain was at the right place in the innovation network at the right time, and that

this provided Britain with a meaningful growth advantage, while relying on existing work

to explain why it was there but France was not.

In addition to improving our understanding of one of the most important questions

in economic history, our study also contributes to work by growth economists on the

importance of innovation networks. Relative to studies in this area (cited above), we o�er

four main contributions. First, we o�er new ways of using data that can help researchers

study innovation networks further back in history, when standard tools such as system-

atic patent citations and R&D spending are unavailable. This opens up the possibility of

studying the in�uence of innovation networks in di�erent contexts or over longer peri-

ods. Second, our analysis of macroinventions provides additional, more causal, evidence

that innovation networks matter for technology development. Third, we develop a new

estimation approach that can be used to back out the allocations of research e�ort when

information on R&D expenditures are unavailable or unreliable. Fourth, our application

7
A stable institutional environment and well-developed patent system may have contributed in shifting

inventors from technologies that can be protected by secrecy toward technologies as mechanical devices that

are easily reverse engineered and thus pro�t the most from patents (Moser, 2005). However, as both Britain

and France had strong patent protection, it is unclear how this mechanism could explain the di�erential
focus of British vs. French inventors on mechanical devices.

5



demonstrates empirically the value of recent theoretical advances integrating innovation

networks into economic growth models.

Our work builds on a long line of literature using patent data to examine innovation

during the Industrial Revolution and into the nineteenth century. Early papers in this area

include Sullivan (1989) and Sullivan (1990). More recent work includes MacLeod, Tann,

Andrew, and Stein (2003), Khan and Sokolo� (2004), Moser (2005), Khan (2005), Brunt,

Lerner, and Nicholas (2012), Nicholas (2011), Nuvolari and Tartari (2011), Moser (2012),

Bottomley (2014b), Bottomley (2014a), Burton and Nicholas (2017), Khan (2018), Bottomley

(2019), Nuvolari, Alessandro, Tartari, and Tranchero (2021), Nuvolari, Tortorici, and Vasta

(2023), Hallmann et al. (2021), and Hanlon (2023). Relative to this extensive literature, we

are the �rst to study the role of innovation networks in in�uencing inventive activity

during the Industrial Revolution and the �rst to quantify the contribution of one speci�c

mechanism to Britain’s growth advantage.

The next section of this paper summarizes key features of the historical context that

we study. We then present the theoretical framework that we use, in Section 3, followed

by a discussion of our data, in Section 4, and our approach to measuring the innovation

network, in Section 5. Section 6 describes and compares the estimated innovation networks,

while Section 7 provides evidence that the structure of the network has a causal e�ect on

innovation rates. Section 8 shows that British inventors tended to operate in more central

nodes of the innovation network. Finally, Section 9 uses the structure of the model to

quantify the implications of these di�erences for growth.

2 Historical context
The classical Industrial Revolution is typically thought of as starting around the 1770s

and lasting up to the middle of the nineteenth century. Led by Britain, this was a period

in which Western European countries experienced industrialization and the initiation of

sustained modern economic growth. There is broad agreement that technological progress

played a central role in this process.
8

From historical evidence, we know that Britain was a leader in many of the charac-

teristic technologies of the �rst Industrial Revolution: steam engines, spinning machines,

metalworking, railroads, etc. One re�ection of this lead was the e�ort that Continental

countries, particularly France, (as well as Americans) put into obtaining British technolo-

gies in these sectors (Harris, 2017). Another re�ection was the leading position that Britain

occupied in many of the industries reliant on these technologies. Broadberry (1994), for

example, states that “Few would dissent from the view that in terms of technology, Britain

was the leading manufacturing nation during the �rst half of the nineteenth century.”

However, we also know that Continental inventors were also innovative, particularly

8
See, e.g., Landes (1969), Mokyr (1990), Mokyr (1999), Allen (2009a).
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those in France, the natural comparison country for Britain during this period.
9

“There is,”

wrote Harris (2017) (p. 560), “no suggestion that Frenchmen were inherently less inventive

than Britons.” Instead, the most notable di�erence between the two countries is in the types

of technology in which invention took place. Lagging behind in mechanical technologies,

French inventors instead made important advances in papermaking, glassmaking, �ne

ceramics, and chemical processes (bleaching, soda, dyes, etc.).
10

We are interested in how

these di�erences in the technologies in which inventors in the two nations were working

may have in�uenced their growth prospects.

The di�erent distributions of inventive output were the result of numerous underlying

factors. Britain’s success in mechanical technologies, for example, has been attributed

to several sources. Some credit the country’s rich endowments of coal and metallic ores

with providing a “focusing device” (Harris, 2017). Others note the superiority of the

British apprenticeship system for transmitting mechanical knowledge (Kelly et al., 2014;

Mokyr, Sarid, and Van Der Beek, 2022; Kelly et al., 2023). Yet others argue that high wages

encouraged the development and application of labor-saving mechanical inventions (Allen,

2009a,b; Voth et al., 2022). Historical patterns of industry distribution must have had some

in�uence; Britain’s established wool and cotton textile industries must have contributed to

ongoing British invention in those sectors, in contrast to silk, where the French industry,

and French inventors, were relatively more important. In chemical technologies, where

French inventors made major contributions, France’s scienti�c predominance surely played

a vital role.
11

Of course, these factors not only in�uenced the allocation of researchers across di�erent

technology types, they may have also had direct impacts on growth. The theoretical tools

that we employ allow us to abstract from those direct growth e�ects, in order to isolate

the impact of the allocation of researchers on growth operating through spillovers in

the innovation network. Thus, we seek to isolate and quantify the contribution of the

mechanism we emphasize, while not denying that many other mechanisms may have also

been in�uencing relative growth in the two countries over the period of interest.

In fact, there are numerous factors that in�uenced relative growth rates in Britain

and France during the period we study, some advantaging France and others Britain. For

example, the French economy su�ered severe disruptions during the French Revolution

and, to a lesser degree, the Napoleonic Wars.
12

While temporarily retarding growth, the

9
Leading comparative studies of Britain during the Industrial Revolution focus on France as the comparison

country. See, e.g., Crafts (1977), Crafts (1995), Crafts (1998), Allen (2009b), and Harris (2017). After about

1850, the primary comparison typically shifts to the U.S. and Germany (see, e.g., Broadberry (1994)). Since

we focus on the earlier period, we follow existing work in focusing on France.

10
See, e.g., Harris (2017), p. 540-543, which discusses all of these important French innovations with the

notable exception of papermaking. Also p. 560.

11
Harris (2017), p. 540.

12
Most actual battles were fought outside of France, and a portion of the funding for them was extracted

from conquered territory.
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disruptions also ushered in important institutional changes, such as the adoption of a

patent system and the introduction of the Code Napoleon, which have been shown to have

contributed to subsequent economic growth (Acemoglu, Cantoni, Johnson, and Robinson,

2011). The Napoleonic Blockade also cut Britain o� from many of its closest trade partners

during this period, while providing an umbrella of protection that allowed some French

industries to modernize (Juhász, 2018).

The net result of these and other factors, as well as the mechanism that we emphasize,

was more rapid growth in industrial production in Britain than France. The best available

estimates suggest that industrial production in Britain grew by between 3.1 and 3.5% during

the �rst half of the nineteenth century (Broadberry et al., 2015), while in France the rate

was probably between 1.9 and 2.5% (Crouzet, 1996; Asselain, 2007). Calculating the growth

rates over the exact same time period, the British industry grew 0.6 to 1.2 percent per year

faster than the French industry during 1815–1860s.
13

Within this tumultuous historical

period, our aim is to isolate and analyze the contribution of one potentially important but

heretofore unstudied mechanism to the observed di�erences in relative industrial growth

in the two countries.

3 Theory: Growth with Innovation Networks
This section presents a theory of growth with innovation networks. Our aim is to study

how di�erent allocations of research e�ort across technology types a�ect the growth rate

of an economy through the innovation network, taking the allocation of research e�ort as

given. Our model is based on recent work by Liu and Ma (2023), who introduce a matrix of

spillovers across technology sectors into a continuous-time closed-economy endogenous

growth framework.

3.1 Preferences and Production
The model features a representative consumer with utility at time t that is a function of

discounted log consumption cs in period t and all future periods:

Vt = ∫
∞

t
e−�(s−t) ln cs ds .

13
Summarizing the work by French economic historians, Asselain (2007) reports three best estimates for

French industrial growth during the Industrial Revolution: 2.5% during 1815–1850 (Crouzet) and between

1.9% (Lévy-Leboyer) and 2.5% (Toutain) during 1820/24–1860/64 per year. For Britain, we calculated the

corresponding industry growth rates using the latest data by Broadberry et al. (2015) as 3.5% during 1815–1850

and 3.1% during 1820/24–1860/64 per year.

8



Consumption is a Cobb-Douglas aggregation of goods from K di�erent sectors,

cs =
K
∑
i=1

c�iit ,

where the �i parameters give the consumption shares for each sector i and ∑i �i = 1.
Within each sector i, there is a continuum of varieties of intermediate products, denoted

by � , which can be supplied in a countably in�nite set of quality levels. The highest quality

level available for any variety is given by qit(�). Only the highest quality version of each

variety is used in the production process. We denote the quantity of a variety of quality q
produced as xit(� |q) and total production (and consumption) of goods from sector i is:

ln cit = ∫
1

0
ln (qit(�)xit(� |q)) d�

Given some available quality level, production in a sector depends only on the number

of workers allocated to that sector: xit(� |q) = lit(�) where lit is the quantity of labor

employed in sector i.

3.2 Innovation
Following Liu and Ma (2023), we de�ne the knowledge stock available in a sector i at time

t as qit , where ln qit = ∫ 1
0 ln qit(�) d� . These knowledge stocks are the state variables in

the model. The knowledge stock in a sector improves through the e�orts of researchers,

rit , working on developing new technologies in that sector at time t . The innovation

production function is given by:

nit = rit �i �it where �it = Πk
j=1 q

!ij
jt . (1)

In this expression, nit is the set of new ideas in sector i generated in time t , �i is a parameter

that determines the productivity of research e�ort in sector i, and �it re�ects the impact

of spillovers across the innovation network that improve the chances of generating new

innovations in sector i. These spillovers depend on the stock of knowledge in every other

sector and a matrix of !ij parameters, the key parameters in our study, that determine the

extent to which existing ideas in sector j increase the chances of producing new ideas in

sector i. In order to obtain balanced growth across sectors, we need that ∑j !ij = 1 for all i.
We denote the K × K matrix of these parameters as Ω, which we refer to as the innovation
network.

New ideas translate into incremental quality improvements according to:

q̇it/qit = � ln(nit/qit) (2)

9



where the inclusion of qit in the denominator on the right-hand side implies that improving

quality becomes more di�cult as the quality level rises. This formulation is intuitive in

that it re�ects the idea that improvements become more di�cult once the “low-hanging

fruit” has been harvested. It also plays an important functional role in the model, because

it means that the continually increasing stock of existing knowledge, which generates a

corresponding increase in useful knowledge spillovers, does not generate explosive growth.

3.3 Resource constraints
The number of production workers in the model is �xed at l̄ and the number of researchers

at r̄ . Thus, ∑i lit = l̄ and ∑i rit = r̄ . These assumptions abstract from the potentially

important possibility that changes in the productivity of research activities may cause

more workers to shift into research. This is a desirable feature for our purposes, since it

emphasizes that the growth di�erences predicted by the theory are not due to di�erences

in overall research e�ort in the two countries. Instead, the model will help us isolate the

growth impact of di�erences in the allocation of research e�ort across technologies.

3.4 Key results
The model provides several results that we will use in our empirical analysis. The �rst

result is related to how the innovation network determines the relationship between the

current stock of knowledge in one sector and the rate of innovation in other sectors. We

can derive this relationship from Equations 1 and 2. We obtain:

ln nit = ln �i + ln rit + �
K
∑
j=1

!ij (∫
∞

0
e−�s ln nj,t−s ds) (3)

Later, we will use this expression to structure our investigation of whether our estimated

innovation network matters for innovation outcomes as well as to estimate the allocation

of research e�ort.

A second key result relates the allocation of research e�ort across sectors to the growth

rate:

Proposition: On a balanced growth path with researcher allocation vector r , the aggregate

stock of knowledge and consumption in each sector grows at the rate g(r) = �(a′ × ln r) +
�(a′ × ln�), where � is a parameter, � is a vector of parameters, and a is the dominant

left-eigenvector of the innovation network Ω with an associated eigenvalue of one and

satisfying ∑k
i=1 ai = 1.

Proof: This proposition is a straightforward restatement of Lemma 2 in Liu and Ma (2023),

so readers are referred there for the proof.
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The di�erence in growth rates between the UK and France as a function of the vector

of research e�ort allocations in the two economies is then given by,

g(rUK ) − g(rFR) = �a′ × (ln rUK − ln rFR) .

This expression can be used to quantify the di�erences in growth implied by di�erent

allocations of research e�ort in the two economies. Note, however, that growth di�erences

may be due to either (i) di�erences in the overall amount of research e�ort in the two

economies or (ii) di�erences in how that e�ort is allocated across technology types. We

are speci�cally interested in the second of these, i.e., in how di�erences in the allocation

across technology types interacts with the structure of the innovation network to in�uence

growth. To separate these two e�ects, we decompose the ln rUK − ln rFR term into two

parts. Let,

ln rUK − ln rFR = � + �
where � is a mean-zero vector re�ecting di�erences in the log allocations of research e�ort

in the two economies and � is a constant term that captures overall di�erences in log

research e�ort. The impact of di�erences in the allocation of log research e�ort on growth

in the two economies can now be expressed as:

g(rUK ) − g(rFR) = �a′ × � . (4)

Equation 4 allows us to quantify the impact of di�erences in the allocation of log

research e�ort on growth in the two economies given estimates of � and � . In Section 9

we describe how we estimate these values.

As a point of reference, it is also useful to identify the growth-maximizing allocation

of researchers across sectors.

Corollary 2: The allocation of researchers that maximizes the rate of technology growth,

r ∗, solves argmaxr a′ ln r subject to r ≥ 0 and 1′r/r̄ = 1. The solution to this problem is

the vector a.

This result tells us that the growth-maximizing allocation of researchers will involve a

greater share of research e�ort put toward developing technologies that are more central

in the innovation network.
14

3.5 Discussion and extensions
In the theoretical setup above, we treat the innovation matrix Ω as �xed and exogenous.

However, over long periods of time this matrix is likely to be evolving. Some of this

14
This is not the same as the welfare-maximizing allocation, since the welfare-maximizing social planner

will be willing to sacri�ce some future growth in order to increase current consumption because future

consumption is discounted.
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evolution may be driven by factors outside of the model, but it is also possible that the

network evolves as an endogenous function of the knowledge stock. In an extension

of their model, Liu and Ma (2023) show that when the innovation matrix is modeled

as an endogenous function of the knowledge stocks, their results continue to hold as a

�rst-order local approximation around the balanced growth path. What this means for

us is that even if the matrix is evolving endogenously, our results will still be valid as a

�rst-order approximation. In Appendix D.3 we examine the evolution of the innovation

matrix empirically and �nd that, while it is evolving over time, it was doing so quite slowly.

Given this, it is reasonable to treat the matrix for main period of our analysis as �xed.

Another important simpli�cation in the model above is that it does not incorporate the

possibility that countries may receive innovation spillovers from other countries. However,

it is relatively easy to extend the model to incorporate two economies, allowing new

ideas produced in one to generate innovation spillovers for the other.
15

To incorporate

international spillovers, we modify the innovation production function so that innovation

spillovers are a Cobb-Douglas aggregate of the domestic knowledge stock, qjt and the

foreign knowledge stock q′jt with the relative weights of these two components determined

by the parameter �:

nit = rit �i �it where �it = Πk
j=1 (q

�
jt ∗ q

′(1−�)
jt )

!ij

This yields the following analog of Eq. 3:

ln nit = ln �i + ln rit + ��
K
∑
j=1

!ij (∫
∞

0
e−�s ln nj,t−s ds) + (1 − �)�

K
∑
j=1

!ij (∫
∞

0
e−�s ln n′j,t−s ds) (5)

Later, we will use Eq. 5 to study how our quantitative results are a�ected by allowing

for international spillovers through the innovation network.

4 Data

4.1 Patent data
Our main data for studying innovation are patent data from Britain and France. For Britain,

we have about 12,500 patents covering 1700 through 1849, just before the major patent law

reform of 1852. For France, we have data from the establishment of modern patent law

15
Note that this is not the only way that one economy can in�uence another. Economies might also

adopt technologies from each other, which is di�erent from sharing innovation spillovers, and they may also

trade outputs. However, while both of those types of connections will a�ect welfare, our focus is on the

rate of production of new technology. For that, innovation spillovers are the main dimension along which

innovation in one economy will a�ect the other.
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in 1791 through 1853, though we mainly use a set of about 11,000 patents �led before a

major reform took place in 1844. A useful feature for our purposes is that the British and

French patent systems during this period were quite similar.
16

These striking similarities

are unsurprising considering that the success of patents in Britain inspired legislation in

France.

The British patent data used in our analysis were digitized from the Titles of Patents of
Invention, Chronologically Arranged collected by the British Patent O�ce (BPO). The data

cover England and Wales; for ease of exposition, we will refer to them as “British” patents

throughout the paper. The data include the patent number and date, the inventor’s name

and occupation, the patent title, in many cases the inventor’s address, and information on

whether the patented idea originated from abroad.
17

We add to these data technology clas-

si�cations produced by the BPO. Patents are classi�ed into one or more of 602 technology

subcategories that aggregate hierarchically into 147 technology categories.
18

The French patent data used in our analysis were digitized by the French National Patent

Institute (INPI). The data include patent number, patent title, inventor name, inventor

occupation, inventor address, and additional details such as the type of patent and the patent

term. French patents are divided into three main types: patents of invention, the standard

format for new inventions; patents of importation for inventions originating abroad; and

patents of improvement for modi�cations of existing patents. Our analysis focuses on

the �rst two types, as they are the categories that represent truly new inventions.
19

The

French patent data also include a technology category classi�cation for each patent. Unlike

the British classi�cations, each French patent is classi�ed into just one of 550 distinct

technology keywords that aggregate hierarchically into 94 technology categories.
20

4.2 Linking inventor’s patents
Our approach requires that we identify all of the patents produced by an inventor. However,

doing so is not trivial given that neither the British nor the French patent data include

16
For example, the systems were similar in terms of what could be patented (new ideas or new applications

of existing ideas related to industry, broadly de�ned); how patents could be used (to exclude others from

using the same idea); whether patents underwent an examination (neither country did so); what was required

for obtaining a patent (the payment of a fee and the deposition of a technical description); and whether the

priority of foreign inventors was recognized (neither country did, but it was noted whether ideas originated

from abroad).

17
Most inventors were located in Britain, though a small number �led patents from a foreign address. In

addition, 1,350 patent–inventor observations were “communicated from abroad.” In these cases, the location

and name of the original inventor is unknown.

18
See Hanlon (2023) for additional details about the data.

19
Patents of improvement provided a cheap way to modify an inventor’s existing patent, but they did not

extend the term of the original patent.

20
Another di�erence between the French and British patent systems is that inventors could choose in

France to apply for patents of di�erent lengths: 5, 10, or 15 years. Longer patent terms required higher fees.

See Hallmann et al. (2021) for additional details about the data.
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inventor identi�ers. We linked patents by individual inventors using a time-consuming

careful manual linking procedure. Following Hanlon (2023), we form links using all of the

available information in the patent data and in some cases additional external biographical

information. In the British data, starting from 13,972 patent–inventor observations, our

linking procedure identi�es 8,980 distinct inventors. In the French data, starting with 14,277

patent–inventor observations based on just over 11,000 patents, this matching procedure

identi�es around 10,500 distinct inventors.
21

4.3 Concordant technology categories
Another critical challenge for our analysis is establishing concordance between the French

and British technology categories. The di�culty is that the two nation’s patent o�ces

employed structurally di�erent systems of classifying patents into technology categories

during our period. To build a mapping between these two di�erent systems, we begin

by identifying 1,148 patents that were �led in both countries—and thus classi�ed by both

patent o�ces into their national classi�cation system. Using these bi-national patents,

we construct a list of how British subcategories correspond to French subcategories (key-

words). Aggregating these subcategories into distinct categories, we obtain 123 concordant

technology categories into which we can reliably classify patents from both countries.

Appendix A provides further details.

4.4 Production network connections
When analyzing the e�ect of the innovation network on invention, we would like to

control for the in�uence of the production network operating through input–output (IO)

connections between industries (Bloom, Schankerman, and Van Reenen, 2013). To measure

the production network, we use the IO table for Britain in 1907 by Thomas (1984). The

earliest detailed input-output matrix available for the British economy, this IO table gives

us a matrix of upstream and downstream connections between 33 industries.
22

The key

challenge for creating production network controls, however, is how to map input–output

industries to patenting technology categories.
23

21
The French links are likely to be even more reliable than those in the British data because French

inventors were less likely to have common names and many inventors had three, four, or �ve names.

22
The IO matrix by Thomas (1984) contains 41 sectors. We exclude the four service sectors (Laundry,

Public utility, Distributive services, Other services), aggregate the four chemical industries into one because

of di�culties in matching unique occupations (Chemicals, Soap and candle,Oils and paint, Explosives), and

exclude the Motor and Cycle industry because it did not yet exist during our period. Horrel, Humphries, and

Weale (1994) provide an input-output matrix for the British economy in 1841 which is much less detailed.

23
No such mapping exists for our historical period; even in modern settings, constructing it can be

challenging (Griliches, 1990). One challenge is that it is often unclear whether a technology category should

be assigned to industries that produce the technology or to industries that use it. Another challenge is that

patents in some important technology categories (e.g., “Valves”) may be both produced and used by several
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We introduce a novel approach based on inventors’ occupations for mapping industries

and technology categories. A substantial fraction of the occupations reported by patenting

inventors can be unambiguously associated with speci�c industries. Given the classi�cation

of patents into technology categories, we can use unambiguous occupations to construct a

probabilistic mapping from technology categories to industries. Speci�cally, we construct a

set of weights 'in re�ecting the ratio of patents in technology category i linked to industry

n to the total number of patents in category i linked to any industry. Combined with

the input–output matrix, the mapping allows us to construct controls re�ecting how

technology categories are connected upstream and downstream through the production

network. Appendix B provides further details.

4.5 Exhibitions data
We will also provide some supporting results based an alternative measure of innovation

that does not rely on patents. Speci�cally, following the work of Petra Moser (Moser,

2005, 2012), we examine data covering exhibits in the 1851 Crystal Palace Exhibition. This

Exhibition was the �rst world’s fair, a massive event that included over 17,000 exhibits from

40 countries and attracted over 6 million visitors.
24

We use data covering the 6,003 exhibits

by British exhibitors and the 1,675 exhibits by French exhibitors. Each entry includes

information such as the exhibitor name and address and a brief description of the exhibit.

Each exhibit was also classi�ed into one of 29 categories.
25

Following the same procedure

applied to the patent data, we manually reviewed all exhibits in order to link exhibits by

the same exhibitors. Additionally, we manually linked individuals who exhibited at the

Crystal Palace to inventors who appear in our patent data.

4.6 Mapping the data to the model
Before proceeding with the analysis, we need to decide how to map our patent data to the

model. In the model, nit is the increment of new ideas generated in category i in time t .
While we clearly want to relate this to the number of new patents generated in the category

and period, we have some latitude in terms of the functional form for this relationship.

It may seem natural to set nit = Patentsit , as is done in some previous studies. However,

this functional form is unappealing in our setting, because it means that the spillovers of

category-year cells with zero patents, which are frequent in our data, will be unde�ned.

di�erent industries.

24
This exhibition was followed by others, such as the Exposition Universelles in Paris (1855, 1867) or the

American Centennial Exhibition in Philadelphia in 1876. We focus only on the Crystal Palace because it is

the �rst international exhibition that occurred in close proximity to the period covered by our patent data.

25
The original dataset includes 30 categories, but we omit category 30, which is for �ne arts exhibits. For

some French exhibits, it also provides secondary or tertiary categorizations for French exhibits. But as most

exhibits have only one category, we focus on each exhibit’s �rst category.
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Since those spillovers appear on the right-hand side of Eq. 3 for all other technology

categories, we would end up with unde�ned terms in every equation. That would not

only create problems for operationalizing the model, it is also intuitively unappealing,

because it seems more natural that spillovers from a category-year cell where no patent

was produced should generate zero spillovers, rather than being unde�ned.

A more attractive functional form is nit = Patentsit + 1. Intuitively, this amounts

to assuming that there is some baseline level of unpatented and therefore unobserved

knowledge production going on. Adding a baseline knowledge production equal to one is

attractive in our setting because it means that categories where no patent was produced

generate no spillovers. We adopt this functional form throughout the remainder of our

analysis. However, in subsection 9.4 we discuss how it a�ects our quantitative results.

Note that adopting this functional form does not represent a departure from the model,

because the model makes no statement about how the patent data relates to the objects in

the model. However, it does mean that any parameters estimated using the model must be

interpreted in the context of this assumption.

5 Measuring the innovation network
This section introduces and validates a novel method for measuring the innovation network

in settings where no systematic patent citation data are available.

5.1 Standard citation-based method
Standard patent datasets for modern settings come with systematic patent citation data.

Modern studies on innovation networks use these citations to construct measures of the

spillovers between di�erent technology categories. Speci�cally, the strength of spillovers

from technology category j to category i is typically measured as !cite
ij = Citesij/∑l Citesil ,

where Citesij is the number of patents in category i citing patents in category j (e.g.

Acemoglu et al., 2016; Liu and Ma, 2023). The basic assumptions in this approach are (i)

that some fraction of the useful ideas generated through research in technology j that

increase research productivity in technology i are re�ected in citations from i to j and (ii)

that this fraction is fairly stable across i-j pairs.

5.2 Novel inventor-based method
In our historical setting, inventors were not required to systematically include citations

to prior work in their patent speci�cations. As a result, systematic citation data is not

available. Thus, we need to develop an alternative to the standard citation-based approach.

To overcome this lack of data, we introduce a novel method that follows a similar

intuition as the citation-based method but instead exploits information contained in the
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inventors’ patenting sequence. The basic idea is that an inventor may learn lessons while

working on research in category j that leads to a subsequent discovery in technology

category i. If we found that inventors in category i had often previously patented in j but

not another category g, it would signal larger knowledge spillovers from j to i relative

to spillovers from g to i. Analogous to the assumptions in the citation-based approach,

the key assumptions in our approach are (i) that the sequence of patenting from j to i by

inventors with multiple patents is proportional to the number of ideas that are generated by

researching j and useful for future research in i, and (ii) that the constant of proportionality

is fairly stable across i-j pairs.

Speci�cally, we de�ne !ij , the strength of spillovers from category j to i, as

!ij =
∑k Pkij
∑k Pki

(6)

where Pkij is the number of patent sequence pairs by inventor k, with the �rst patent �led

in technology category j and the next patent �led in i, and where Pki is the total number of

patents by inventor k in technology category i which pair with an earlier patent (which

can be either in i or in another technology category g).
26

We can calculate !ij values using either British patents, French patents, or both. In

our main analysis, we will rely on a matrix generated using both sets of patents after

they have been mapped to our common set of concordant technology categories. This

joint matrix can be constructed in several ways; either will require judgment about what

relative weight should be attached to patents from each country. As patents in the two

countries are the product of di�erent patent systems and institutional environments, it

is not obvious how to determine an objectively correct weighting. Thus, we choose the

simple approach: giving each patent system equal weight. Speci�cally, we simply average

the (row-normalized) edge values across Britain and France to obtain the joint matrix.

5.3 Validating the inventor-based method
Whether the inventor-based method provides a useful measure of the innovation network is

ultimately an empirical question. To provide some con�dence in our new approach, we use

modern patent data to compare the innovation network generated by the inventor-based

method to the innovation network generated by the standard citation-based method. We

use data on U.S. patents from 1970–2014 from PatStat. As described in more detail in

Appendix C, we generate a citation-based innovation matrix using a standard approach

26
One complication in our setting is that some British patents are categorized into multiple technology

categories. To deal with this, we generalizing Pki and Pkij to be the weighted count of pairs of patents by

inventor k, with weights corresponding to the inverse of the number of categories a patent is listed in. This is

only one possible solution to the problem; another alternative is to focus on the modal technology category

and throw a coin for cases without distinct mode (e. g. Ja�e, Trajtenberg, and Henderson, 1993).
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Figure 1: Comparison of citation-based and inventor-based networks
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Unconditional scatter plot of log edge weights constructed by the citation-based method against those by the

inventor-based method. For data and method, see text.

taken from previous studies. Our inventor-based innovation matrix is obtained using the

approach described above. Once we have the two matrices, we can compare either the

edge values or the centrality of the nodes in the two matrices.

Figure 1 presents a scatterplot comparing the edges (!ij terms) obtained from the

standard citation-based method against our inventor-based method. It is evident that the

two approaches give very similar results. The corresponding regression of citation-based

against inventor-based log edge weights estimates the slope as .994 (95% con�dence interval

[.984, 1.003]) with an associated R2 of .79. Thus, our inventor-based approach provides

a very close approximation to the network generated using the citation-based approach

commonly used in existing studies.

6 Innovation networks in the Industrial Revolution
Having established the validity of our method, we now apply it to British and French

patent data in the Industrial Revolution. A �rst glimpse of the innovation network is

shown in Figure 2, which provides a visualization of the innovation network based on the
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joint matrix constructed from British and French patents. In the �gure, each technology

category is a node, the size of node re�ects the number of patents �led in that category,

and the location of the node is determined by the strength of connections between that

node and every other node in the network as determined by a multidimensional scaling

algorithm.

Several interesting patterns stand out in Figure 2. First, the technology space is charac-

terized by a dense central core area. Near the center of the core area, we see categories such

as Steam Engines, Railways, Heat, and Propulsion, as well as many smaller technology

categories. These core technologies include a number that historians have highlighted as

important for the Industrial Revolution (Landes, 1969; Mokyr, 1990; Allen, 2009a), most

notably steam engines. We can also see that there are clusters of related technologies.

The most visible cluster is the set of chemical and related technologies located toward the

bottom of the network, which includes Chemicals, Oils, Dying, Brewing/distilling, Filtering,

Soap, Tar, and Adhesives. We can also see, toward the top of the plot, a cluster of similar

technologies such as Upholstery, Bedding, and Furniture. Finally, there are a number of

very peripheral technologies with few connections to other categories, including Jewelry,

Co�ns, Wigs, Blacking, and Bell-Hanging.

How similar are the networks generated by the French and British patent data? The

answer to this question matters. If the networks are similar it suggests that their structure

re�ects a single underlying “global” network, as assumed in the theory, rather than being

determined by idiosyncratic institutional features or local economic conditions.

To assess the similarity of the British and French networks, we begin with two separate

innovation networks, one constructed using only French patents and another constructed

using only British patents, but both expressed in terms of the common technology cate-

gories. We then apply the following regression speci�cation

!UK
ij = �0 + �1!FR

ij + �ij

where the superscripts indicate edges from either the French or UK innovation matrices. If

the networks were identical, then we would estimate �1 = 1 with an R2 of 1. Given that the

two matrices represent two di�erent realizations of any underlying innovation network,

it is unrealistic to hope that the two matrices will correspond so closely. Nevertheless,

evidence of strong similarities between the two matrices would be suggestive of a common

underlying network structure, as assumed by the theory.

Table 1 presents the regression results. In the �rst two columns the dependent variable

is an indicator for whether there is any connection from node j to i. We describe this as

the extensive margin. Column 1 presents the simple univariate regression results, while

in Column 2 we add in a full set of receiving and sending node �xed e�ects. These �xed

e�ects deal with the possibility that the shape of our network may be in�uenced by features

of particular nodes. For example, we may worry that nodes with more patents have more
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Figure 2: The joint innovation network visualized

Bell-Hanging

Coffins

Calculating machines

Blacking

Wigs

Jewelry

Upholstery

Bed

Tar Adhesives

Pipes

Gas

Valves

Filtering

Oils

Soap

Air power

Dyeing

Saddlery

Fastenings

Furniture

Brewing/distilling

Leather

Sugar
Chemicals

Railways

Fuel
Heat

Ships

Steam

Propulsion

Plot generated using multidimensional scaling. The edges of the joint network are computed as (!UKij +!FRij )/2.

Labels for technology clusters around Steam, Chemicals, and Furniture. Additionally, some peripheral

technologies are labeled (Bell-Hanging, Calculating Machines, Wigs, Co�ns, Jewelry). See Figure D.1 for a

fully labeled version.

20



Table 1: The edges of French and British networks are similar

Dep var: British network edge . . .

Edge indicator Edge weight Edge weight Log edge weight

(ext. margin) (ext.+int. margin) (intensive margin)

(1) (2) (3) (4) (5) (6) (7) (8)

French network edge 0.332*** 0.148*** 0.241*** 0.228*** 0.493*** 0.861*** 0.889*** 1.084***

(0.014) (0.014) (0.035) (0.036) (0.067) (0.050) (0.050) (0.065)

Receiving node (i) FE 3 3 3 3

Sending node (j) FE 3 3 3 3

N (Obs = edges) 15129 15129 15129 15129 646 604 646 604

Estim. FE coef. 245 245 153 153

R2 0.05 0.28 0.10 0.14 0.41 0.72 0.38 0.59

Within R2 0.01 0.09 0.66 0.35

Observations are network edges connecting nodes (technology categories) i and j. The full network has

123×123 = 15,129 observations. In columns (1) through (4), missing edges are replaced by zero. For the

extensive margin in columns (1) and (2), edge indicators equal one if the edge is larger than zero. In columns

(5) through (8), missing edges are treated as missing. Covering only the intensive margin, this smaller sample

only includes edges which are larger than zero in both countries. OLS regressions, robust standard errors in

parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01.

connections. The inclusion of both sending and receiving node �xed e�ects deals with this

type of concern.

In Columns 3–4 we instead use the edge weight, i.e., the !ij values, and include those

nodes with zero measured connection. Note that we have a large number of nodes, over

15,000, relative to the number of patents in our data. As a result, many nodes may have zero

measured connection simply because the true spillover is small and we do not have enough

observations to measure it with precision. In Columns 5-8 we instead limit our analysis to

the set of nodes where we observe some positive connection (!ij ≥ 0) in both the British

and the French realization of the innovation network. This compares the strength of the

connections at the intensive margin.

Node centrality An alternative approach to assessing matrix similarity is to focus on the

centrality of the network nodes, which provides a useful way to summarize the shape of

the network. In the network literature, there exist di�erent metrics for node centrality;

which is most appropriate depends on the application. Our theoretical results highlights

the importance of eigenvector centrality in determining outcomes.

Figure 3 plots the eigenvector centrality of nodes in the innovation network based

on British patent data against the eigenvector centrality of nodes in the network based

on French patent data, with both expressed in the concordant technology categories.

The clear similarity between the centrality of nodes in the British and French innovation

networks provides another re�ection of their similarity. Additional results using alternative
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Figure 3: Correspondence of British and French node eigencentrality
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measures of node centrality, presented in Appendix Table D.3, con�rm these results. Across

all centrality measures, we �nd strong commonalities in the network structure.

Alternative network based on exhibition data One might worry that the structure

of the innovation networks above is due to the patent system. To check this, we have

constructed an alternative measure of the innovation network not based on patents. Specif-

ically, starting with data from the 1851 Crystal Palace Exhibition, we use exhibitors that

exhibit in multiple technology categories to build up a matrix re�ecting the connections

across di�erent technology types. This method is similar to the approach applied to the

patent data (for details, see Appendix F), except that the exhibition data does not have any

time dimension because all exhibits appeared in the same exhibition, so we end up with an

undirected matrix.

Visual examination shows that the innovation network obtained from the exhibition

data, shown in Appendix F, appears similar to the network obtained from the patent
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data. However, we can examine that similarity more formally by using the links that

we constructed between exhibitors and the patent data. In particular, we show that, for

individuals who appear as both exhibitors and patentees, those who exhibited in more

central nodes within the innovation network based on exhibition data also tended to patent

in nodes that were more central within the innovation network based on patent data. This

provides direct evidence showing that the innovation network is similar regardless of

whether it is based on patent data or on non-patented inventions.

To summarize, across all of these various approaches, we �nd strong evidence of

similarity in the French and British innovation networks. This tells us that at least part of

the observed innovation network is likely to be due to some underlying “global” factors

common to both countries, as assumed in the theory.

7 E�ect of the network on innovation
In this section, we examine the e�ect of the network on innovation. In the �rst step, we

follow existing studies on modern innovation networks by running panel regressions using

lagged values of the network-weighted knowledge stock based on Eq. 3. Identi�cation in

this approach relies on the assumption of no common shocks to connected technology

categories, which can be di�cult to accept. To address this concern, we introduce in the

second step a novel approach that uses the unexpected arrival of important inventions in

certain technology categories to isolate variation in knowledge stocks.

7.1 E�ect of knowledge stocks on patenting
Equation 3 expresses the log number of new ideas in a particular technology category i and

year t as a function of the log knowledge stock in other categories that generate spillovers

for technology i through the innovation matrix. This expression has been used by existing

studies, such as Liu and Ma (2023), to provide evidence that the innovation network has

an impact on innovation outcomes. We operationalize this using the following regression

speci�cation,

ln(nit) = Ai + Bt +∑
s
�s ∑

j
!ij ln(nj,t−s) + �it (7)

where Ai and Bt are, respectively, technology category and year �xed e�ects, and s is the

number of lags of the knowledge stock included in the regression.

Figure 4 presents the estimated e�ect of the lagged British knowledge stock on British

patenting, for lags from one to eight years. The network proximity weighted lagged

knowledge stock is signi�cantly and positively associated with patenting rates at shorter

lags. The association decreases quickly over time, consistent with the exponential decay

that we would expect given the model. As the �nding is fairly similar to those obtained by
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studies using modern data, it appears that our novel network measures are representing

the innovation network well.
27

In Appendix E.1, we show that similar decay patterns

are obtained for the upstream knowledge stock if we control for the lagged downstream
knowledge stocks. Knowledge stocks in downstream categories, in contrast, have a negative

e�ect on patenting, and coe�cients are considerably smaller in magnitude.

Figure 4: The e�ect of the lagged knowledge stock on patenting rates
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The �gure presents estimated coe�cients and 95% con�dence intervals for PPML regressions based on Eq. 7

applied to all British patents by domestic inventors. The innovation matrix is based on all patents (British

and French). Patents appearing in multiple (N) technology categories count as only a fraction (1/N) of a

patent in each of category.

7.2 E�ect of macroinventions on patenting
One important concern with the approach above is that there may be common shocks to

connected technology categories, which would result both in greater knowledge stocks in

some categories as well as higher rates of patenting in other connected technologies, but

not as a result of spillovers through the innovation network.

To provide a stronger test of the role of innovation networks, we use the arrival

of unexpected macroinventions in certain technology categories as a source of quasi-

exogenous variation in knowledge stocks. Macroinventions are ideal for this exercise

because (1) they represent substantial increments to existing knowledge and (2) they are

thought to be largely unpredictable. Mokyr (1990), for example, described macroinventions

as “inventions in which a radical new idea, without a clear precedent, emerges more or less

ab nihilo.” According to Crafts (1995, p. 596), “Technological history suggests that seeking

for socio-economic explanations of macroinventions is likely to be a fruitless pursuit.”

27
See, e.g., Liu and Ma (2023) Figure A.9.
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The key identifying assumption is that the exact timing of arrival of macroinvention

is unpredictable within the analysis window. The analysis does not assume that the

technology category in which a macroinvention appeared was random. To illustrate the

variation harnessed in our analysis, take the example of steam engines. After Thomas

Newcomen introduced the atmospheric engine in 1712, there were consistent e�orts to

improve the e�ciency of the design. Thus, it was likely that a major advance would occur

in the area of steam engines at some point in time. However, it took until 1769 that James

Watt invented the separate condenser. From the historical accounts, there is no apparent

reason why that idea may not have occurred earlier—and it may well have occurred many

years later if genius had not struck Mr. Watt.

In this part of the analysis, we focus only on British patents, where we have access to

three di�erent approaches to identifying macroinventions. Our �rst approach relies on a

set of 406 patents that were the �rst patent in a particular technology subcategory.
28

This

set of patents is likely to be unexpected since each patent opened up a new technology

subcategory, but it is unclear how impactful they were. Our second approach is based on a

list of 65 British macroinventions provided by Nuvolari et al. (2021).
29

Nuvolari et al. (2021)

provide evidence that these patents were particularly impactful. As a third measure, we use

the intersection of the two sets, which generates a small set of �ve patents that are likely

to be both impactful and unexpected.
30

This may seem like a small set of experiments to

work with but recall that we can examine the impact across all other technology categories

for each event. We call these three alternative macroinvention de�nitions the “First list”,

“Nuvolari list”, and “Intersection list.”

Empirical speci�cation We structure the dataset as a stacked panel. We de�ne ‘event’ e
as a year t in which at least one macroinvention occurred in technology category j. For

each event, we construct a sub-panel dataset with four �ve-year periods � : Two periods

before the event year (t − 10 to t − 6 and t − 5 to t − 1) and two after (t + 1 to t + 5 and

years t + 6 to t + 10), excluding the year of event t itself. The cross-sectional dimension of

the panel is the set of all technology categories i ≠ j. Thus, the level of observation will

be macroinvention–event e by period � by technology category i cells. We then look at

whether technology categories that receive more spillovers from the technology category

28
We exclude patents from this list before 1750 since they may appear to be the �rst patent in their

subcategory only because our data began in 1700.

29
These are identi�ed using a wide variety of sources, including contemporary citations to patents complied

by Bennett Woodcroft and the British Patent O�ce, biographies of famous inventors such as the Oxford

Dictionary of National Biography, and modern histories of technology such as Bunch & Helleman’s History
of Science and Technology. Nuvolari et al. (2021) de�ne macroinventions as the top 0.5 percentile of patents in

a composite citation score that is based on all of the sources they review.

30
The �ve macroinventions on the intersection list are Jedidiah Strutt’s stocking rib machine (patent

722), Alexander Cumming’s �ush toilet (patent 1105), Joseph Bramah’s beer pump (patent 2196), George

Stephenson’s half-lap joint for railway tracks (patent 4067), and Charles Macintosh’s rubberised waterproof

cloth (patent 4804).
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j where the macroinvention arrived exhibit relatively more patenting in the post-arrival

periods.
31

Our “stacked di�erence-in-di�erence” speci�cation is,

ln(nie� ) = �UP !UP
ie ⋅ poste� + �DOWN !DOWN

ie ⋅ poste� + Xie�Γ + ie + �e� + �ie� (8)

where ln(nie� ) is the log number of patents plus one in technology category i in time

period � of event e (though results are robust to using log patents), !UP
ie is the (British)

innovation network edge from the macroinvention category to the focal category i, !DOWN
ie

is the (British) innovation network edge from technology category i to the macroinvention

category, poste� an indicator for the periods after the arrival of the macroinvention, Xie� a

set of control variables (interacted with post indicator) de�ned later, ie a set of technology-

category-by-event �xed e�ects, �e� a set of period-by-event �xed e�ects, and �ie� an error

term that may be correlated across time within a technology category.

The main coe�cient of interest in this regression is �UP , which tells us whether patent-

ing in a technology category changed after the arrival of a macroinvention upstream in

the innovation network. We expect to observe a positive and statistically signi�cant �UP
coe�cient. We are also interested in �DOWN

, which tells us how patenting in a technology

category responded to the arrival of a macroinvention downstream in the innovation net-

work. If our identi�cation strategy is working, then we should not see a positive coe�cient

on �DOWN
. In fact, downstream macroinventions may actually reduce innovation if the

macroinvention attracts inventors to redirect their e�ort to the technology where the

macroinvention arrived.

This speci�cation e�ectively averages coe�cients from separate di�erence-in-di�erence

regressions by stacking the panels to obtain common �UP and �DOWN
coe�cients. Given

the distribution of the dependent variable, which is censored at zero and skewed, we

estimate Eq. 8 using Pseudo–Poisson Maximum Likelihood (PPML) regressions (Correia,

Guimarães, and Zylkin, 2019, 2020).

We might worry that the arrival of a macroinvention a�ects innovation in other

technology categories through input-output connections, rather than through spillovers

across the innovation network (Bloom et al., 2013). To deal with this concern, we include

controls for upstream and downstream IO linkages to the macroinvention category.

Results Table 2 presents results for equation 8. Panel A presents results based on an

innovation matrix calculated using only British patents (since this analysis focuses only

on British patents as the outcome). Columns 1 and 2 present results using the �rst patent

list. Columns 3 and 4 present similar results using the Nuvolari et al. list, while Columns

5 and 6 present results using the intersection of the two lists. In each set of results, we

31
If there were multiple macroinventions in the year t , then we sum the proximity across all macroinven-

tions and omit from the panel any category where a macroinvention occurred.
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begin with our baseline speci�cation and then add in controls for input-output connections.

The results show that the arrival of a macroinvention upstream signi�cantly increases

patenting in connected downstream technology categories. In contrast, we �nd no evidence

that innovation increased when a macroinvention arrived downstream of a technology

category, and in fact that appears to be associated with a decrease in innovation. We also

test for the equality of the upstream and downstream coe�cients, at the bottom of the

panel, and �nd that they are statistically di�erentiable for all speci�cations except those

using the intersection list as the outcome variable, where our estimates are imprecise. The

inclusion of controls for input-output connections does not substantially a�ect the results.

It is interesting to note that the size of the estimated e�ects in the Nuvolari list and

the First list are substantially smaller than the e�ects estimated for the Intersection list,

though the latter are much less precise. This makes sense given that the Intersection list

includes patents that are both novel and important.

In Panel B, we limit the analysis to patents �led in Britain after 1791, the year when our

French patent series begins. We do this for comparability with Panel C, where we address

the potential concern that our results may be in�uenced by the fact that we are using British

patents both as our outcome measure and to construct our innovation matrix connections

(!ie terms). In Panel C, we replace connections based on a matrix produced using only

British patents with connections from an innovation matrix based only on French patents.

We continue to �nd clear results indicating that the arrival of a macroinvention upstream

increased patenting in a technology category, while a macroinvention downstream did not.

In Appendix E.2 we also show that our results are robust to other potential concerns.

For example, we show that our results are robust to dropping all other patents by inventors

who generated macroinventions from the data, as well as to using log(Patentsij) instead of

log(Patentsij + 1) as the dependent variable.

Appendix E.2 also includes results from an event study speci�cation. These show

that prior to the arrival of a macroinvention there was no di�erential patenting trends

in technology categories that had stronger upstream connections to the macroinvention

category. After the arrival of the macroinvention, we observe an immediate increase in the

number of patents in technology categories that had a stronger upstream connection to the

macroinvention category. We also observe no evidence that having a stronger downstream

connection to the macroinvention category was associated with an increase in patenting.
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Table 2: Macroinventions regression results

Dep var: Ln (British patents + 1)

First list Nuvolari list Intersection list

(1) (2) (3) (4) (5) (6)

Panel A: All years, British innovation network

!UP
ie × post 0.440*** 0.434** 0.660** 0.704** 1.475 1.652

(0.167) (0.170) (0.300) (0.305) (1.323) (1.274)

!DOWN
ie × post −0.217 −0.216 −0.710** −0.626** −0.194 −0.109

(0.142) (0.143) (0.295) (0.294) (0.584) (0.578)

IO controls 3 3 3

N (Obs = category–event–period) 34296 34296 18392 18392 2084 2084

p upstream = downstream 0.0038 0.0044 0.0035 0.0042 0.26 0.23

Panel B: 1791–1849, British innovation network

!UP
ie × post 0.413** 0.396** 0.803** 0.844** 3.280*** 3.290***

(0.180) (0.187) (0.337) (0.340) (1.168) (1.217)

!DOWN
ie × post −0.220* −0.237** −1.143*** −1.081*** −0.164 −0.170

(0.115) (0.115) (0.282) (0.281) (0.487) (0.486)

IO controls 3 3 3

N 20524 20524 11524 11524 1396 1396

p upstream = downstream 0.0068 0.0071 0.000085 0.00010 0.0086 0.0099

Panel C: 1791–1849, French innovation network

!France–UP
ie × post 0.295** 0.293** 0.353*** 0.357*** 1.743* 1.655*

(0.127) (0.127) (0.134) (0.133) (0.916) (0.886)

!France–DOWN
ei × post 0.008 0.006 −0.176 −0.146 0.179 0.092

(0.071) (0.073) (0.141) (0.137) (0.377) (0.373)

IO controls 3 3 3

N 8008 8008 4036 4036 224 224

p upstream = downstream 0.054 0.055 0.0076 0.0094 0.12 0.11

PPML regressions, implemented using ppmlhdfe command. There are four periods per event, two before

([t − 10, t − 6] and [t − 5, t − 1]) and two after ([t + 1, t + 5] and [t + 6, t + 10]). p upstream = downstream is the

p-value of a Wald test (�2) for equality of upstream vs. downstream coe�cients. Standard errors clustered

by technology category in parentheses. All regressions include category-event and event-period �xed e�ects.

* p < 0.1, ** p < 0.05, *** p < 0.01.

8 Centrality of inventors by country
The previous section provides evidence that the shape of the innovation network matters

for technological progress. In this section, we provide a reduced-form analysis of whether
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there are systematic di�erences between Britain and France in terms of the distribution of

patenting activity across technology categories, which could have implications for their

rate of technology growth. In the next section, we will take the model more seriously, use

it to estimate the di�erences in the allocation of research e�ort between the two countries,

and then quantify the di�erential growth outcomes that those allocation di�erences imply.

To generate a fair comparison between the centrality of British and French inventors

within the innovation network, we compare, in both countries, foreign inventors to do-

mestic inventors using the domestic innovation network. If we �nd that foreign inventors

were always patenting in more central categories, in Britain as in France, di�erences in

centrality could be due to a foreign inventor selection e�ect. If we �nd that only inventors

from one country are more central, however, we can rule out such selection e�ect. For

example, using French patents and the French network, we estimate

Centralitypkt = �UKUKk + �foreign OtherForeignk + �t + �pkt (9)

where Centralitypkt is the eigenvector centrality of the technology category associated

with patent p patented by inventor k in year t , UKk is an indicator for whether inventor k
reported a UK address when �ling the patent in France, and OtherForeignk is an indicator

for whether the inventor listed some other location outside of France as their address, for

example in the USA, or the patent type is “of unspeci�ed origin” (communication in British

patents, importation in French patents).

Results In Columns 1-2 of Table 3, we look at the centrality of British and other foreign

inventors, relative to French inventors, within the French patent system. Columns 1 shows

that foreign inventors tended to patent in more central technology categories within the

French innovation network, while Columns 2 shows that this was true for both British

and foreign inventors, but less true for inventors from other countries. There are two

potential explanations for these patterns. Either it may be that British inventors speci�cally

worked in more central categories, or it may be that foreign inventors always systematically

selected into more central technology categories. To tell the di�erence between these

stories, we need to compare the results in Columns 1-2 to those in Columns 3-4. There, we

see that foreign inventors (with the exception of those from the US) tended to patent in

less central technology categories relative to British inventors within the British patent

system. These results tell us that, relative to French inventors, British inventors tended

to patent in more central technology categories within the innovation network (and US

inventors even more so).

Additional results based on exhibition data To provide further support for these con-

clusions, we have also looked at the centrality of British exhibitors relative to French

exhibitors within the innovation network based only on exhibition data. Presented in Ap-

pendix F, these results show that more central nodes within the exhibition-based innovation
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Table 3: Centrality of foreign inventors within the British and French innovation network

Dep var: Log eigenvector centrality

French patents British patents

(1) (2) (3) (4)

Foreign origin 0.095*** −0.070*

(0.023) (0.037)

British inventor 0.090**

(0.037)

French inventor −0.257*

(0.147)

US inventor 0.411*** 0.274**

(0.103) (0.109)

Other foreign inventor 0.055 −0.063

(0.052) (0.175)

Year FE 3 3 3 3

N (Obs = inventor–patent) 13173 13173 8767 8767

R2 0.010 0.010 0.018 0.019

Observations are inventor–patents in France (col 1, 2) or in Britain (col 3, 4) 1791–1843.

Eigencentrality is calculated as left eigenvector in line with the theory. Foreign origin patents

in France include “importation patents” and patents with a foreign address. Foreign origin

patents in Britain include “communicated patents” and patents with a foreign address. The

sample sizes are slightly smaller than the total number of inventor–patent observations in

each country because we cannot assign a few patents to common technology categories.

Furthermore, French domestic patents from territories occupied under Napoleon (up to 1813)

are excluded. OLS regressions, robust standard errors in parentheses. * p < 0.1, ** p < 0.05,
*** p < 0.01
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network had a higher ratio of British to French exhibitors.

9 Quanti�cation of growth e�ects
From the theoretical results, we know that the growth-maximizing allocation of researchers

involves a larger share working in more central technology categories. The results in the

previous section indicated that British inventors tended to work in technology types that

were more central within the innovation network. However, these results alone do not

imply that the observed more central allocation of British inventions translates into a

higher growth rate. In order to take that next step, we need to use the theory in order to

estimate the underlying allocation of research e�ort before we can quantify how di�erences

in that allocation a�ect growth.

The starting point for our quanti�cation exercise is Eq. 4, which tells us that we

can calculate the growth di�erence between two economies given estimates of the �
parameter, the vector a′ which can be obtained from the innovation network, and a vector

� describing the relative allocation of research e�ort in the two economies across each

technology category. In order to implement this approach, we therefore need estimates of

� and � .

Previous studies have measured the distribution of research e�ort using information

on R&D expenditures (Liu and Ma, 2023). However, such data are not available in the

historical setting that we study. To deal with this, we develop a new method that uses the

structure of the model to back out research e�ort allocations from the observed research

outputs (patents) while accounting for the in�uence of the knowledge stock on researcher

productivity. While this method allows us to overcome the lack of data on R&D expenditure

in our setting, it may also be useful in others settings where R&D expenditure data are less

reliable due to accounting practices, tax treatments, and other factors.

The starting point for our method is Eq. 3, which relates the number of patents produced

in a country in a particular period (observed in the data) to the researchers working in

that area as well as the available knowledge stock in that country. If we take the di�erence

in this expression across the two countries that we study, we obtain

ln nUKit − ln nFRit = ln rUKit − ln rFRit (10)

+ � [
K
∑
j=1

!ij (∫
∞

0
e−�s ln nUKj,t−s ds) −

K
∑
j=1

!ij (∫
∞

0
e−�s ln nFRj,t−s ds)]

We are interested in using this to estimate average di�erences in log research e�ort between

the two countries across our study period. Thus, treating the di�erence in log research
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Figure 5: Estimated, �tted, and asymptotic � values
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The estimated � are obtained from di�erent implementations of Eq. 11 that include up to s lags of the

knowledge stocks. The exponential is �tted via NLS as �(s) = 0.14 + e(−0.295 × s), indicating that � converges

to �∞ = 0.14 as the number of included lags s goes to in�nity.

e�ort as constant over time, we can rewrite this as the following regression equation

ln nUKit − ln nFRit = �i + � [
v
∑
s=1

e−�s (
K
∑
j=1

!ij ln nUKj,t−s −
K
∑
j=1

!ij ln nFRj,t−s)] + �it (11)

where the �i �xed e�ects will re�ect average (time invariant) di�erences in log research

allocations.

Note that we need to estimate both the �i �xed e�ects and the � parameter. Because

of the way that � enters into this expression, we estimate Eq. 11 using Non-linear Least

Squares.
32

We also need to choose the number of lags of the knowledge stock to include (v). The

choice of lags turns out to be important for our estimate of �, though it hardly e�ects

the researcher allocations that we estimate.
33

Figure 5 describes how our estimate of �
changes as we increase the number of lags of the knowledge stock that we include. As we

increase the number of lags, the � estimate appears to be asymptotically approaching a

stable value. Fitting an exponential line to the estimated � values in Figure 5 suggests that

as the number of lags included approaches in�nity the value of � is approaching 0.14. We

will use this value in our main quanti�cation results. This value is fairly similar to the �
32

Note that we do not apply PPML as we did in Section 7 because here our dependent variable follows an

approximately symmetric distribution around zero.

33
Speci�cally, the correlation of the researcher allocation vectors estimated using lags ranging from two

to twelve are always above 0.99.
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Figure 6: Comparing estimated researcher allocations and observed research output
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The �gure plots the log di�erence in research output, ln nUKi − ln nFRi , against the estimated log di�erence in

research e�ort, �i = ln rUKi − ln rFRi for each technology category i and a �tted regression line. �i is estimated

by implementing Eq. 11 using Non-Linear Least Squares. The results in this �gure are based on estimates

using eight lags of the knowledge stock, but the number of lags has very little impact on the estimated

researcher allocations.

parameters obtained in modern studies. For example, Acemoglu, Akcigit, Alp, Bloom, and

Kerr (2018) estimate a value of 0.13, while Liu and Ma (2023) obtain a smaller estimate of

0.05.
34

Figure 6 plots the estimated di�erences in log research e�ort (�i values, x-axis) against

the di�erence in log research output (patents, y-axis) rates across the two economies. Here

we are including eight lags in our calculation of the knowledge stock, but the researcher

allocations are not very sensitive to this choice. We can see that di�erences in the allocation

of research e�ort are similar to di�erences in research output, but that they are not identical.

The di�erences are due to the fact that the knowledge stocks di�er in the two economies,

which a�ects the productivity of research e�ort. This demonstrates why it is important to

use the model to back out research e�ort, rather than simply plugging in observed research

output.

9.1 Implied growth di�erences
We now use our model and estimates to quantify the growth implications of the di�erences

in research allocations in the two economies. We begin by decomposing our estimate of

34
One reason that the � value in our setting may be somewhat larger than in modern settings is the

high cost of patenting and the di�culty in enforcing patent rights (Khan, 2005), which we would expect to

generate a larger inventive step size.
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Table 4: Quanti�cation results

Low Med High

Estimated growth di�. (pp.) 0.45 Observed growth di�. (pp.) 0.6 0.9 1.2

Share explained (%) 0.75 0.5 0.38

The growth di�erence is estimated as g(rUK ) − g(rFR) = �a′ × � (using Eq. 4). To be conservative, we set

� = �∞ = 0.14, use the joint network for calculating a, and the demeaned �̂ from a NLS regression of Eq. 11

using eight lags of the knowledge stocks. The observed growth di�erence gives lower, upper, and mid-point

values based on industrial production growth estimates for the UK and France during ca 1815–1860 (see

footnote 13 for details).

the di�erence in log research e�ort, �̂ into a mean-zero vector representing the di�erences

in allocations across technology types, �̂ , and a common level shift in overall research

e�ort �̂ . We can then plug �̂ into Equation 4 to obtain the predicted di�erence in growth

rates given the di�erences in the allocation of log research e�ort across technologies and

the innovation network, independent of any overall di�erence in research e�ort.

On the left side of Table 4, we present our preferred estimate of the growth e�ect

resulting from di�erences in the allocation of research e�ort in the UK compared to France.

This uses our estimate of the asymptotic � value as the number of lags of the knowledge

stock increases (0.14). As the estimated growth di�erence is increasing in the � parameter,

the reported results are conservative relative to what we would obtain when using fewer

lags of the knowledge stock.

As discussed in the historical background, the existing literature estimates that the

British industrial production grew between 0.6 and 1.2 percent per year faster than the

French industrial production during this period. The right side of Table 4 shows that the

e�ect of di�erences in the allocation of researchers across sectors between the UK and

France can account for between 0.38 and 0.75 of the di�erence in the growth of industrial

production in these two economies.

Our method is robust to unobserved di�erences in the knowledge content of patents in

the UK vs. patents in France as long as those di�erences are constant across technology

types. Such di�erences could be due to factors such as di�erences in the cost of patenting

or the probability that a patent is enforceable in the two locations. To see this, suppose that

the knowledge content of an observed patent in the UK is proportional to the knowledge

content of a French patent up to a constant  , so nUKi ≡ nFRi . If we plug this into Eq.

11 above, we can see that the only impact of a proportional di�erence in the knowledge

content of patents is a level shift in the estimated �i terms. When we decompose the �
vector into � and � , this level shift will end up in � . As a result, the growth implications of

di�erences in the allocation of log research e�ort will be una�ected.
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Table 5: Quanti�cation results with international spillovers

Included lags of knowledge stock

2 4 6 8 10 12

� 0.346 0.401 0.254 0.264 0.207 0.140

(0.147) (0.082) (0.057) (0.050) (0.042) (0.035)

X 0.511 0.416 0.266 0.254 0.203 0.151

(0.106) (0.068) (0.041) (0.039) (0.031) (0.024)

� (implied) 1.238 1.019 1.024 0.982 0.991 1.038

Non-linear Least Squares. Standard errors in parentheses.

9.2 With international spillovers
The results in the previous subsection treat France and the UK as if they were isolated

economies. However, it is possible that new ideas produced in one economy could a�ect

technology development in the other through the innovation network. To see how this

a�ects our results, we estimate the following equation, which is a modi�ed version of Eq.

11 that incorporates international spillovers (as described in Eq. 5):

ln nUKit − ln nFRit = �i + (2� − 1) �

× [
v
∑
s=1

e−�s (
K
∑
j=1

!ij ln nUKj,t−s ds −
K
∑
j=1

!ij ln nFRj,t−s ds)] + �it (12)

Estimating this equation allows us to separately identify both �, which governs the im-

portance of international spillovers, and �. Table 5 presents the results of this exercise,

where X = (2� − 1)�. The main take-away from these results is that � is very close to one,

which implies that international spillovers are essentially irrelevant in the context we study.

Note that this does not mean that France and Britain were not utilizing new technologies

developed in the other country. Instead, it simply tells us that the rate at which one country

produced new ideas did not bene�t substantially from ideas produced in the other. This

makes sense. Long-distance communication was challenging at this time. Technological

progress was also accelerating. As a result, by the time new ideas produced in one country

arrived in the other they were often behind the frontier of knowledge. Of course, there are

likely to be a number of exceptions to this. However, our results suggest that, by and large,

the spillovers generated by new ideas produced in one country did not substantially a�ect

innovation rates in the other.
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9.3 Contributions by technology category
One valuable feature of our approach is that we can separate out the growth impact by

technology category. Table 6 illustrates this for those sectors that contribute the most to

the growth advantage of either Britain or France.

Table 6: Which technology categories were the most important for each country?

Top British allocation di�erence � Top French allocation di�erence �
Agricultural Produce 0.68 Flour milling 0.63

Steam; Steam-Engines & Boilers 0.62 Co�ee, Cocoa, Chocolate, & Tea 0.59

Hinges, Joints, & Pulleys 0.54 Boots, Shoes, Clogs, Pattens, etc 0.58

Fuel 0.48 Games, Exercises, & Amusements 0.5

Brewing, Distilling, & Rectifying 0.46 Lighting; Lamps & Luminaries; Matches 0.39

Top British growth contribution p.p. di�. Top French growth contribution p.p. di�.

Steam; Steam-Engines & Boilers 0.42 Lighting; Lamps & Luminaries; Matches 0.17

Fuel 0.14 Heat, Heating, Evaporating, Concentrating 0.1

Ship-Building, Rigging, & Working 0.13 Flour milling 0.08

Water & Fluids 0.12 Boots, Shoes, Clogs, Pattens, etc 0.07

Metals & Metallic Substances 0.1 Spinning & Preparing For Spinning 0.07

The top panel of this �gure presents (left side) the �ve technology categories where Britain had the largest

relative allocation of research e�ort, as indicated by the � values estimated using Eq. 11, and (right side) the

top �ve categories where France allocated more research e�ort. The bottom panel of the graph presents the

top �ve technology categories in terms of the contribution each made to the country’s growth. These are

estimated by comparing the growth di�erence between the two countries from our main results and the

counterfactual growth di�erence obtained when setting the �i value for that technology category to zero

with all other �i values held constant.

In the top panel of Table 6, we list the top �ve categories in which Britain had the largest

relative allocation of research e�ort compared to France (left side), and the top �ve in

which France had the largest allocation relative to Britain (right side) (these are the � values

estimated using Eq. 11). It is notable that British research e�ort was particularly high in

steam engines as well as other industrial areas such as fuel, and agricultural technologies,

while French e�orts were generally more focused on consumer products.

The most interesting results are in the bottom panel, which shows the �ve sectors that

made the greatest contribution to Britain’s growth advantage (left side) and the �ve sectors

that contributed the most to France’s relative growth (right side). These contributions are

the di�erence between the baseline growth rate di�erence and a counterfactual di�erence

that we obtain by setting �i to zero for one technology at a time, as if there was no di�erence

in relative research e�ort in that technology.
35

Note that these contributions depend on both

35
This exercise essentially amounts to equalizing the number of researchers in the two countries in one

category, but not reallocating those researchers across the remaining categories, so that relative e�ort in

the remaining categories is unchanged. An alternative approach would be to reallocate the researchers

proportionally across the other categories. Both approaches are valid, but they require slightly di�erent
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the di�erence in relative research allocations in a category and the importance (eigenvector

centrality) of that category within the innovation network.

The results in the bottom panel of Table 6 show that steam engine research made the

greatest contribution to Britain’s growth advantage, followed by fuels, shipbuilding, water

and �uid technologies (pumps, etc.), and metallurgy. This list �ts the historical narrative

emphasizing the importance of Britain’s preeminence in mechanical technologies well;

these are all areas where historical evidence suggests that Britain had a technology lead,

and they are all technologies thought to have played an important role in the Industrial

Revolution. Steam engine technology was particularly important; Britain’s much larger

allocation of research e�ort to that area contributed 0.42 percentage points to the country’s

growth advantage over France. It is interesting to contrast this with technologies related

to agricultural produce, a category where Britain allocated even more research e�ort in

relative terms (see top-left panel), but which made less of a contribution to the country’s

growth advantage. This re�ects the more peripheral position of agricultural produce

technologies in the innovation network, compared to steam engines.

9.4 Additional discussion of quantitative results
The quantitative results presented above are obtained using nit = Patentsit + 1, as discussed

in Subsection 4.6. This mapping is intuitive given the model structure, because it means

that a technology category in which has zero patents generates zero spillovers through the

innovation network. However, it is natural to wonder how this setup a�ects our results.

To examine this, we have looked at how our estimates change as we modify this approach.

Table 7 shows that as we add a larger underlying rate of idea generation to the number

of patents, the growth di�erences shrink. This makes sense, because as patents become

relatively less important compared to the underlying unobserved �ow of ideas, di�erences

in research allocations are becoming less pronounced.

One message from these results is that, relative to the approach of setting nij = Patentsij
used in most existing work, our approach will generate relatively smaller estimates of the

growth di�erence. For this reason, we think of our baseline results as relatively conservative

estimates of the growth di�erences induced by di�erences in the allocation of research

e�ort across technologies between the Britain and France.

10 Conclusions
Did it matter that in the early decades of the Industrial Revolution many British inventors

worked in technology types, such as steam engines or textile machinery, rather than

technologies such as papermaking or chemicals? We argue that the answer is that, yes,

interpretations. We think the approach we have chosen is slightly more intuitive.
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Table 7: Results for alternative mappings from patents to nit

nit = Patentsit + . . .

0.001 0.01 0.1 0.5 1 1.5 2

Estimated �8 lags 0.206 0.222 0.232 0.232 0.231 0.229 0.221

Growth di� (p.p.) 2.172 4.305 2.614 1.3 0.747 0.469 0.3

We estimate Eq. 11 including 8 lags of the knowledge stock for a range of di�erent values that, before

taking logs, we add to Patentsit .

it mattered. Speci�cally, we show that the allocation of British inventors within the

innovation network di�ered in fundamental ways from the allocation of inventors in

the most natural comparison country, France, and that this allocation had a meaningful

impact on the di�erence in technology growth rates in the two countries. To make this

argument, we bring together frontier theoretical tools, rich historical patent data, and a

novel approach to measuring the innovation network in a historical setting.

Our results enrich our understanding of the factors that contributed to Britain’s in-

dustrial dominance during the Industrial Revolution. They also contribute to a broader

literature looking at the importance of innovation networks in economic growth, by pro-

viding direct evidence on the role that the structure of the innovation network played

during an important period of economic history.

In addition to helping us better understand the nature Britain’s advantages during

the early decades of the Industrial Revolution, our �ndings may also shed light on why

these advantages slipped away in the late-nineteenth and early-twentieth centuries. It

seems likely that the structure of the innovation network was slowly evolving over the

nineteenth century, with the rising importance of chemical and electrical technologies

that characterized the Second Industrial Revolution. This change in the technology space

away from the mechanical technologies may help explain why Britain found it increasingly

di�cult to maintain its position as industrial leader. One interesting direction for future

work is assessing the extent to which slow-moving changes in the underlying innovation

network may have undermined Britain’s advantages and contributed to the erosion of

British leadership in the late nineteenth and early twentieth century.
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A Concordant technology categories
This appendix details how we construct 123 concordant technology categories into which

both British and French patents can be reliably classi�ed. Our “informed approach” exploits

information on how the respective national historical patent o�ces classi�ed a given

invention by considering patents that were �led in both countries. We then establish a

systematic classi�cation into concordant technology categories by cleaning, combining,

and regrouping this starting information.

A.1 Starting sample: Bi-national patents
To create a starting sample, we manually identi�ed 1,148 patents �led in both countries.

These bi-national patents give us a list of how British subcategories correspond to French

subcategories (keywords).

Bi-national patents before 1844. The search started with patents in Britain and France

stating a foreign (French or British) address. We determined a match based on the inventor’s

name, the patent title, and the temporal proximity of the patent date. As a result, 167

French patents �led before 1844 could be linked to a British patent, and 127 British patents

�led before 1844 could be linked to a French patent.

Most likely, there were more bi-national patents, but the main di�culty in identifying

them is that (i) patents sometimes report the name of the patent agent in one country

and the name of the inventor in the other, making name-based search and identi�cation

infeasible; and that (ii) patent titles were sometimes altered or abbreviated during patenting

abroad, making title based search and identi�cation di�cult. Regarding temporal proximity,

we found that a di�usion lag of one year (and sometimes more) was not unusual, and

accounted for it in the matching process.

British patents in France a�er 1844. After the French patent law reform of 1844, the

French patent data explicitly state foreign patents’ country of origin and original �ling

date. The information exists because the reform principally recognized the priority of

foreign patents while stipulating that the maximum patent duration in France would start

with the foreign �ling date.

Out of 916 “British patents” in France during 1844–1852, we can assign 855 (93%) to

the original British patent as listed in Woodcroft (1854, Vol.2). The remainder is lost due to

alterations of the patent title (e.g. shortening during translation) or the usage of patent

agents in Britain (in which case the British patent lists a di�erent inventor than the French

“British” patents).
36

36
Curiously, these 855 French patents correspond to 808 British patents: some British patents were split

into two when patented abroad.
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A.2 Establishing concordance
Given the starting sample’s list of how British subcategories correspond to French subcategories

(keywords), our goal is to achieve exact correspondence and aggregation to technology

categories.
To make the British classi�cation correspond to the French, we aggregate, combine,

and condense existing (sub)categories into new categories as necessary. For example, the

concordant category “Flour Milling,” which existed already in the French classi�cation

system, is aggregated in the following British categories > subcategories: “Agricultural

Produce >Apparatus Used In Filling Flour-Sacks; Fastenings For Flour-Sacks”, “Agricultural

Produce >Grinding and Crushing Corn and Other Grain and Seeds” and “Grinding, Cutting,

and Crushing > Corn and Other Grain, -Mills For Grinding”. This procedure reduces the

initial 147 British technology categories to 133 re�ned categories.

To make the French classi�cation correspond to the British, we assign French technology

subcategories (keywords) to the new set of 133 (potentially concordant) categories. In

a few cases, we cannot resolve ambiguity and do not assign keywords to any category.

For example, one bi-national patent was classi�ed into the French keyword “Yarn and

fabric singeing” and into two British categories, “Spinning and Preparing For Spinning”

and “Cloth Fulling, Dressing, Cutting, and Finishing.” Yet, both seem equally relevant—and

too distinct to warrant aggregation. In sum, we can reliably assign French keywords to

123 concordant technology categories.
37

37
To nine (re�ned) British categories we cannot assign any French keyword: “Alarms, Snares, and Vermin

Traps”, “Assurance: Preventing Forgery and Fraud”, “Bearings, Wheels, Axles, and Driving-Bands”, “Boring,

Drilling, Punching”, “Chains and Chain-Cables”, “Cutting, Sawing, and Shaping”, “Friction,-Diminishing

and Destroying”, “Papier-Mache and Japanned Wares”, and “Springs and Bu�ers”. We lost another category

“Safes and Other Depositories” because there were no French patents in this category before 1844.
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B British IO matrix construction
This appendix provides some additional details and discussion of the methods used to

construct input-output links between technology categories. Note that these links are

primarily used in our analysis of the impact of macroinventions, which uses only British

data. Thus, our focus is on construct input-output controls for that context.

The main challenge in constructing these matrices is mapping technology categories

to the industries available in the IO matrix. To do so, we �rst try to match the occupation

found in the patent data to IO industries. This is done through a manual review of the

roughly 7,000 occupation titles listed in British patents from 1700-1849. A subset of these

occupations unambiguously match to industries present in the IO table. Note that this

does not always mean that the patented invention is associated with that industry; our

assumption is that on average individuals working in a particular industry are likely to be

invention technologies associated with that industry.

To provide a sense of the types of occupations corresponding to di�erent industries,

Table B.1 lists by IO industry the three most common “topics” contained in occupations

that help us to establish unambiguous matches. Generally, we do not match generic

occupations that refer to professions or class/status (e.g. merchant, manager, worker,

o�cer) unless they are quali�ed by a topic that refers unambiguously to one industry.

For example, we do not match “engineers” to the industry “Engineering” because the

unquali�ed occupation title refers to a profession rather than an industry. However, we

match coal mining (colliery) engineer to the coal mining industry because in this case, the

qualifying topic is unambiguous.
38

Once we have a mapping from occupations to industries, the mapping from technology

categories to industries is straightforward given that occupations are associated with

patents which are classi�ed into technology categories.
39

We can use this mapping, together

with the information included in the IO matrix, to construct measures of the upstream and

downstream links between di�erent technology categories.

The resulting probabilistic mapping from technology categories to industries appear

quite reasonable. To illustrate this, table B.2 lists, for the alphabetically �rst 30 technology

categories i, the most important IO industry n (highest weight 'in). In cases where an

industry exists that is broadly similar to the technology category, this industry receives

the highest weight: For example, the Agriculture technology category depends most on

the Agriculture, Forestry, etc industry. This holds similarly for the technology categories

Building Processes; Building Materials; Boots, Shoes, etc; and Chemical Products. Highly

38
Some professions are ambiguous even if quali�ed by a topic, for example “coal merchant” or “cloth

merchant” because we do not know if this occupation worked in industry or in the excluded distribution

services. One exception to the rule are composite occupations like “woollen manufacturer and merchant”

because there the “manufacturer” clearly indicated involvement in production.

39
Two minor technology categories are missing because we were unable to map their associated occupa-

tions to any IO industry. These are “Diving, engines for diving” and “Maps and Globes”.
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Table B.1: Information used for matching input–output industries to occupations

Most common occupation theme

Input–output industry ranked 1st 2nd 3rd

Agriculture, Forestry, etc farmer agriculturalist planter

Coal Mining coal colliery viewer

Other mining quarry quarryman engineer

Coke ovens coke burner breeze

Iron and Steel iron steel founder

Non-ferrouse metals brass founder tin

Engineering machine agricultural engine

Metal Goods, NES tool lock wire

Shipbuilding ship builder shipwright

Railway Rolling stock railway builder carriage

Cotton and silk cotton spinner silk

Woolen and worsted wool spinner worsted

Hosiery and lace lace hosier hosiery

Other textiles carpet elastic cloth

Jute, hemp, and linen �ax spinner rope

Textile �nishing dyer �nisher printer

Clothing hat tailor clothier

Boot and shoe boot shoe gutta-percha

Leather and fur leather harness currier

Food processing miller baker sugar

Drink brewer water distiller

Tobacco cigar tobacco snu�

Chemicals chemist oil chemical

Paper paper card stainer

Printing and publishing printer stationer publisher

Rubber india-rubber rubber gutta-percha

Timber trades sawyer mill saw

Furniture cabinet dressing case

Other wood block bobbin wood

Building materials brick tile stone

Building, etc. builder architect painter

Misc. Manufactures instrument glass watch

Gas, electricity, water gas meter apparatus

The topics are obtained from breaking splitting the occupation string in parts, e.g. “iron founder” into “iron”

and “founder”. The table excludes generic themes such as manufacturing, manufacturer, maker, worker,

master, manager, agent, proprietor. Note that we do not match the occupations to industries based on

individual themes but based on the information contained in the full occupation string.

46



specialized technologies are mapped with high precision into one industry (and the “correct”

one), as in the cases of Bell-Hanging (to Non-ferrous metals), Blacking (to Boot and Shoe),

or Calculating Machines and Combs (to Mixed Manufacture). Furthermore, technology

categories that one would expect to have more diverse industrial applications place a low

weight on the top industry, as for example the Prevention of Accidents technology category.
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Table B.2: Most important input–output industry by technology category

Technology category Input–output industry 'in
Accidents, Prevention Of Non-ferrouse metals 0.15

Adhesive Substances Chemicals 0.62

Aerated Liquors, Mineral Waters, etc Chemicals 0.62

Aerial Conveyances Furniture 1

Agricultural Produce Food processing 0.31

Agriculture Agriculture, Forestry, etc 0.41

Air & Wind ;-Air & Gas Engines & Windmills Misc. Manufactures 0.28

Baths & Bathing-Machines Misc. Manufactures 0.48

Bed & bedding Furniture 0.3

Bell-Hanging Non-ferrouse metals 1

Blacking Boot and shoe 1

Bleaching, Washing, & Scouring Textile �nishing 0.39

Boots, Shoes, Clogs, Pattens, etc Boot and shoe 0.62

Bottles, Vessels, & Jars, Covers & Stoppers Misc. Manufactures 0.39

Brewing, Distilling, Rectifying Drink 0.55

Bridges, arches, viaducts, aquaducts Building, etc. 0.46

Brushes Misc. Manufactures 0.81

Building & Relative Processes Building, etc. 0.5

Building Materials-Burning Lime Building, etc. 0.38

Buttons, Buckles, Studs, Dress-Fastenings Misc. Manufactures 0.47

Calculating-Machines; Apparatus for Teaching Misc. Manufactures 1

Candle Manufacture Chemicals 0.91

Casks & Barrels Drink 0.57

Casting Iron and Steel 0.56

Chemical Products Chemicals 0.86

Clocks, Watches, Chronometers, Timekeepers Misc. Manufactures 0.98

Coaches & Other Road Conveyances Iron and Steel 0.22

Co�ee, Cocoa, Chocolate, & Tea Food processing 0.48

Combs For The Hair Misc. Manufactures 1

Condensing Chemicals 0.67

The tables lists by technology category the most important IO industry, focusing on the alphabetically �rst

30 technology categories. The weights 'in mapping IO industry n into technology category i are normalized

to one by technology category.
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C Validating our approach using modern data
Because our approach to measuring the innovation matrix is novel, it is useful to provide

some additional evidence showing that our approach provides an accurate measure of the

underlying innovation network. To validate our approach, we turn to modern patent data,

where we can observe both citations and individual identi�ers for inventors that allow us

to link their patents.

Our comparison focuses on the U.S. patent data provided in the 2015 version of PatStat.

The PatStat database provides individual identi�ers, International Patent Classi�cation

(IPC) technology categories for each granted patent, and bilateral patent citations. Using

these inputs, we can construct and compare innovation matrices based on either citations

or on the inventor-based approach that used in our main analysis. To keep the size of the

networks manageable, we focus on the “three digit” IPC level (e.g., A41: Wearing Apparel)

and classify each patent based on the �rst (primary) IPC code provided by the U.S. Patent

and Trademark O�ce (PTO). The result is a 123 x 123 matrix, a similar level of detail to

the technology classi�cations used in our main analysis.

Our inventor-based innovation network is constructed using the approach shown in

Eq. 6. Our citation-based network is generated using the approach used in Liu and Ma

(2023) as well as other modern studies:

!ij = Citesij/∑
l

Citesil

where Citesij is the number of patents in category i citing patents in category j.
We focus on citations between U.S. patents for this measure. Also, because we are

interested in knowledge �ows that contribute to the development of new technologies, we

limit our analysis to only those citations provided by the patent applicant in the original

submission. This excludes other citations, such as those added by the patent examiner in

the search phase or those added during opposition, which identify related technologies

but may have been unknown to the inventor at the time of invention. After these cuts, we

are left with a total of just over 30 million bilateral citations between U.S. patents.
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D Additional results: Innovation network during the
Industrial Revolution

D.1 Network plots
Figure D.3 presents a fully labeled version of Figure 2. Besides the larger clusters labeled

in the main �gure, this appendix �gures features many more smaller clusters.

Figure D.1: Fully labeled joint innovation network
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This is the fully labeled version of Figure 2. Plot generated using multidimensional scaling. The edges of the

joint network are computed as (!UKij + !FRij )/2.
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D.2 Network comparison
Table D.3 regression results comparing node centrality in the British network to that in the

French network. We consider four centrality measures: Eigenvector, degree, closeness, and

betweenness. Across all measures, British and French node centrality appear strikingly

similar. This holds with small variations for both level and logarithmic speci�cations.

Table D.3: Comparing node centrality in the French and British networks

Dep var: British node centrality

Eigenvector Degree Closeness Betweenness

(1) (2) (3) (4) (5) (6) (7) (8)

Level Log Level Log Level Log Level Log

French node centrality 0.804*** 0.729*** 0.625*** 0.529*** 0.301 0.870** 0.453*** 0.601***

(0.096) (0.079) (0.059) (0.082) (0.215) (0.429) (0.094) (0.154)

N (Obs = nodes) 119 113 119 113 119 113 119 35

R2 0.625 0.400 0.524 0.243 0.019 0.304 0.176 0.325

The table documents that the observed centrality of network nodes (technology categories) is highly similar

across countries. For all four centrality measures, we focus on the sending centrality of nodes (e.g., left

eigenvector or out-degree centrality) in line with the theory and our argument. The centrality measures

are standard in the network literature (e.g. Newman, 2010) and implemented in Stata by Miura (2012). OLS

regressions, robust standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01
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D.3 Stability of innovation network over time
In this appendix we look at whether the innovation network is evolving over time, and if

so, how fast it is changing. To do so, we have to grapple with the fact that we only observe

the underlying matrix with error. As a result, if we take two snapshots of the matrix from

two di�erent sub-periods of our study period, they are certain to di�er. The question is,

how much of this di�erence is due to error in our ability to observe the underlying matrix,

and how much of the di�erence re�ects evolution of the matrix over time.

To study this question, it is useful to contrast two stylized models. In one, there is a

�xed underlying matrix which we observe with error:

!ijt = !̄ij + �ijt (13)

where !̄ij is the ij’th edge of the �xed underlying matrix.

Alternatively, we may think that the matrix is evolving over time, so that

!ijt = �!ijt−1 + eijt (14)

where eijt may be random error or a function of the knowledge stock.

We are interested in evaluating the extent to which the matrix is consist with the

second of these two views. To do so, we start with Eq. 14 and subtract out !ijt−1 to obtain:

!ijt − !ijt−1 = (� − 1)!ijt−1 + eijt (15)

Using Eq. 15, we can obtain an estimate of �. Note that this is essentially a panel data

analog of the setup for the Dickey-Fuller test. If we de�ne � = � − 1, then we testing

whether the model is a random walk amounts to testing the null hypothesis that � = 0.
Alternatively, the model in Eq. 13 would suggest that we should observe � = −1.

Table D.4 presents results based on Eq. 15 using innovation networks constructed using

patents from subsets of our study period. In Columns 1-3, we compare the innovation

network based on patents from 1834-43 to a network based on patents from ten years

before, 1824-33. Column 1 looks across the full matrix, while Columns 2 and 3 separate the

diagonal and o�-diagonal elements. In all three cases, we can reject both the random walk

model (H0: � = 0) and the white noise model (H0: � = −1), though the fact that we obtain

estimates that are fairly close to zero suggests that the model is closer to the one in Eq. 13

than Eq. 14. In Column 4, we restrict the period used to construct the dependent variable

to include the same number of patents as the period used to construct the explanatory

variable, which is less than ten years because the number of patents was growing rapidly

over time. In Column 5, we show similar results using earlier periods. Overall, these results

strongly reject the random walk model, and though they do suggest that � > 0, we �nd

evidence that � is not large. Overall, these �ndings suggest that the matrix we observe is

fairly close to one characterized by a �xed underlying structure.
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Table D.4: Dickey-Fuller type regressions of two period-speci�c innovation networks

Dep var: Edge change Δ ∶ !_i, t − !_i, t − 1
1834–1843 1840–1843 1824–1833

(1) (2) (3) (4) (5)

All edges Diagonals O�-diagonals

Same # pats

p. period Earlier period

Edge !_i, t − 1: 1824–1833 −0.836*** −0.702*** −0.970*** −0.841***

(0.030) (0.100) (0.008) (0.031)

Edge !_i, t − 1: 1790–1823 −0.799***

(0.037)

N (Obs = edges) 10500 97 10403 8649 9595

R2 0.56 0.44 0.68 0.44 0.32

Dickey-Fuller type regressions of network changes on earlier networks. Using joint network edges through-

out. OLS regressions. Standard errors clustered two-way by origin and destination technology category in

parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01
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E Additional results: E�ect of the network on innova-
tion

E.1 Lagged knowledge stocks analysis
Here, we document the robustness of Figure 4 in the main text. Speci�cally, Figure E.2

replicates the baseline �gure controlling additionally for downstream knowledge stocks.

As is apparent, the general decay pattern for the upstream knowledge stocks is robust. The

e�ects at low lags are large, e�ects at increasing lags are smaller, and e�ects at large lags

(t − 8) are indistinguishable from zero. Notably, the e�ect size is shifted upwards across

lags compared to the uncontrolled version. This is in line with the observation that the

downstream knowledge stocks have a negative e�ect on patenting (which is much smaller

in magnitude). The negative e�ect is also converging towards zero, though slower.
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Figure E.2: The lagged e�ect of the knowledge stock on patenting rates
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(a) E�ects of upstream knowledge stocks
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(b) E�ects of downstream knowledge stocks

The �gure presents coe�cients and con�dence intervals (95% in bold, 99% in thin) for PPML regressions

based on Eq. 7, using British patents by domestic inventors. The innovation matrix is based on all patents

(British and French). Patents appearing in multiple (N) technology categories count as only a fraction (1/N)

of a patent in each of category.
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E.2 Macroinvention analysis appendix
Here, we document the robustness of the macroinvention results from section 7.2. To

begin, Table E.5 provides a more complete set of results corresponding to our preferred

speci�cation, in Panel A, Columns 2, 4, and 6 of Table 2, including the coe�cients on the

input-output connection controls.

Table E.5: Macroinvention robustness: IO coe�cients

Dep var: Ln (British patents + 1)

First list Nuvolari list Intersection list

(1) (2) (3)

!UP
ie × post 0.434** 0.704** 1.652

(0.170) (0.305) (1.274)

!DOWN
ie × post −0.216 −0.626** −0.109

(0.143) (0.294) (0.578)

!IO–UP
ie × post −0.156 0.002 −1.986

(0.376) (0.682) (2.807)

!IO–DOWN
ie × post 0.308 −1.361 −1.276

(0.514) (0.903) (1.713)

Category × event FE 3 3 3

Period × event FE 3 3 3

N (Obs = category–event–period) 34296 18392 2084

No. clusters (category) 121 121 121

No. events (macroinv.–year) 84 45 5

Pseudo R2 0.264 0.264 0.257

p upstream = downstream (!) 0.0044 0.0042 0.23

p upstream = downstream (IO) 0.56 0.30 0.82

PPML regressions, implemented in Stata using ppmlhdfe. The speci�cation is the same as in Table 2

(columns 2, 4, and 6). p upstream = downstream (!) is the p-value of a Wald test (�2) for equality of upstream

vs. downstream coe�cients in the innovation network. Analogously, p upstream = downstream (IO) is the

p-value for equality of upstream vs. downstream coe�cients in the production network. Standard errors

clustered by technology category in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01

Table E.6 presents results using the macroinventions but dropping all other inventions

by the macroinventors. This ensures that our downstream spillover results are not driven

by subsequent patents by the inventors of the macroinventions. We can see that these

estimates are essentially unchanged relative to our main results.

Table E.7 shows robustness of the baseline results to an alternative speci�cation where

we use the log number of patents on the left-hand side of our estimating equation, rather
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Table E.6: Robustness – excluding patents by macroinventors

Dep var: Ln (British patents + 1)

First list Nuvolari list Intersection list

(1) (2) (3) (4) (5) (6)

Upstream shock ×!ie × post 0.426** 0.416** 0.719** 0.766*** 1.440 1.606

(0.185) (0.190) (0.288) (0.292) (1.324) (1.276)

Downstream shock ×!ei × post −0.246 −0.241 −0.706** −0.617** −0.172 −0.095

(0.165) (0.168) (0.302) (0.300) (0.596) (0.590)

Category × event FE 3 3 3 3 3 3

Period × event FE 3 3 3 3 3 3

IO controls 3 3 3

N (Obs = category–event–period) 31292 31292 18368 18368 2084 2084

No. clusters (category) 121 121 121 121 121 121

No. events (macroinv.–year) 84 84 45 45 5 5

Pseudo R2 0.265 0.265 0.264 0.264 0.256 0.256

p upstream = downstream 0.0093 0.012 0.0021 0.0025 0.28 0.24

PPML regressions, implemented in Stata using ppmlhdfe. Compared to the baseline estimation, the number

of observations is reduced because for more category–events, the outcome (patents) is zero in each event–

period, and such category–events are separated by a �xed e�ect. p upstream = downstream is the p-value

of a Wald test (�2) for equality of coe�cients on upstream vs. downstream shock times post, respectively.

Standard errors clustered by technology category in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01
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Table E.7: Macroinvention robustness: Ln (patents) instead of ln(patents + 1)

Dep var: Ln (British patents, unweighted)

First list Nuvolari list Intersection list

(1) (2) (3) (4) (5) (6)

!UP
ie × post 0.448*** 0.454*** 0.565* 0.586* 3.275** 3.379**

(0.149) (0.151) (0.296) (0.300) (1.610) (1.646)

!DOWN
ie × post −0.203 −0.201 −0.825*** −0.798*** −0.395 −0.361

(0.123) (0.123) (0.281) (0.281) (0.629) (0.630)

Category × event FE 3 3 3 3 3 3

Period × event FE 3 3 3 3 3 3

IO controls 3 3 3

N (Obs = category–event–period) 22197 22197 12232 12232 1321 1321

No. clusters (category) 118 118 118 118 109 109

No. events (macroinv.–year) 84 84 45 45 5 5

Pseudo R2 0.208 0.208 0.208 0.208 0.193 0.193

p upstream = downstream 0.0011 0.00090 0.0025 0.0024 0.053 0.050

PPML regressions, implemented in Stata using ppmlhdfe. The speci�cation di�ers from the baseline by

using ln(x) rather than ln(x + 1) as outcome. This reduces the sample size because observations with zero

patents (x = 0) will necessarily be excluded. p upstream = downstream is the p-value of a Wald test (�2) for

equality of coe�cients on upstream vs. downstream shock times post, respectively. Standard errors clustered

by technology category in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01

than our preferred log(Patents + 1).
40

Using as outcome the log of patents furthermore

reduces the sample size, as observations with zero patents (x = 0) will necessarily be

excluded.

We also estimate a more demanding “stacked event study” speci�cation,

ln(nie� ) = ∑
�
��!ie ⋅ 1(� ) + Xie�Γ + ie + �e� + �ie� (16)

where, di�erent than before, we estimate �� �exibly for periods � ∈ {1, 3, 4}—period

� = 2 being the omitted reference period—, and also interact the controls Xie� with period

indicators.

Figure E.3 presents the results.

40
Implementing this speci�cation also requires us to abandon weighting British patents, which we do in

the baseline to adjust for some patents being listed in more than one technology category. When specifying

the outcome as ln(x) and (down-)weighting patents with more than one category, the outcome might become

negative in some cases and the model could not be estimated via PPML.
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Figure E.3: Macroinvention event study results
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(c) Intersection list

The �gure presents estimated coe�cients and con�dence intervals (95% in bold, 99% in thin) for PPML regressions of log patents on the exposure to a

macroinvention that occurs upstream or downstream of a technology category (interacted with period indicators). The �ve-year period just before the

macroinvention is the omitted reference category. The regression controls for upstream and downstream IO connections to the macroinvention category

(interacted with period indicators). See the text for the de�nition of macroinvention lists.
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F Innovation network based on exhibition data
This appendix details our analysis of data on technologies exhibited at the Crystal Palace

Exhibition in London 1851, the world’s �rst world’s fair.

As explained in the main text section 4.5, we use data collected by Moser (2005, 2012)

covering 6,003 exhibits by British exhibitors and 1,675 exhibits by French exhibitors. Each

entry includes information such as the exhibitor name and address and a brief description

of the exhibit. Each exhibit was also classi�ed into one of 29 categories.
41

Following the same procedure applied to the patent data, we manually reviewed all

exhibits in order to link exhibits by the same exhibitors. Additionally, we manually linked

individuals who exhibited at the Crystal Palace to inventors who appear in our patent data.

Linking was based on the names and addresses of exhibitors. Manual review was necessary

because there is substantial variation in the format of exhibitor names and addresses in

the data. Of the British exhibits, 691 were linked to at least one other exhibition by the

same exhibitor. For French exhibitors, 47 exhibits can be linked.

Using these linked exhibits, we calculate the similarity of di�erent technology categories

as follows. Denoting exhibitors (inventors) k and exhibit categories i, the strength of

connections from category j to i is given by:

!Exhibit
ij = Ekij

Ei + Ej

where Ekij is the number of exhibit pairs by the same exhibitor that can be constructed

where one exhibit is classi�ed into category i and the other is classi�ed into category j,
and Ei and Ej are the total number of exhibits in categories i and j, respectively.

Note that this approach is very similar to that applied to the patent data, except that

the resulting exhibition network is undirected. The reason why we can’t distinguish Eij
from Eji is that both exhibits are at the same time; we do not have information in which

sequence the exhibitor created them. As a result, ΩExhibit
is symmetric.

42

Figure F.4 presents the innovation network obtained by applying this method to the

exhibition data.
43

The network features a dense central core, located just below and to the

right of the center of the plot. The core includes technology types such as Machines for direct
use (including steam engines and locomotives), Manufacturing machines, Military/Maritime
(including shipbuilding), Instruments, Mining, and Hardware. Similarities between this

41
The original dataset includes 30 categories, but we omit category 30, which is for �ne arts exhibits. For

some French exhibits, it also provides secondary or tertiary categorizations for French exhibits. But as most

exhibits have only one category, we focus on each exhibit’s �rst category.

42
The interpretation of the resulting exhibition-based innovation network is not as straightforward as the

one obtained from a patent-based innovation network, since exhibiting in two categories might more likely

re�ect factors other than innovation spillovers.

43
Note that this technology space is built using links from both British and French exhibitors, though

most of the available links come from British exhibitors.
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Figure F.4: The technology network obtained from exhibition data
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innovation network and the patent-based one are already apparent.

To compare the exhibition-based innovation network to the patent-based innovation

network more directly, we need to map patent technology categories into exhibition

categories. One potential approach is to assign patent categories to exhibit categories

based on their descriptions. However, this works well only for some categories but not

for others. Instead, we adopt an approach that relies on inventors who both �led patents

and exhibited at the Crystal Palace. Speci�cally, we use a list of British-based inventor–

exhibitors from Hanlon (2023). The list was constructed by manually searching the British

patent data for each exhibitor and also for inventors of exhibits mentioned in the exhibit

descriptions, which might be di�erent for example because ownership of a technology had

been transferred. This manual review identi�ed 634 exhibits associated with an individual

that also patented, with links for 566 individuals in total (some individuals account for

more than one exhibit).
44

44
Note that it is impossible to associate exhibits with individual patents given the available information.

In addition, exhibits may include more than one patented device.
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Table F.8: Comparing patent-based and exhibit-based innovation network

Dep var: Exhibition eigencentrality

Level Log Rank

(1) (2) (3)

Patent eigencentrality 0.091*** 0.041*** 0.105**

(0.028) (0.014) (0.043)

N (Obs = inventor–exhibitor) 560 560 560

R2 0.015 0.015 0.011

Std. � 0.122 0.124 0.105

The table documents that British inventor–exhibitors were more likely to exhibit in central categories at

the London World’s Fair 1851 if they had previously patented in more central technology categories.

Observations are individuals who both patented and exhibited in the Crystal Palace exhibition. For patents,

eigencentrality is calculated as left eigenvector in line with theory and argument. For exhibits, eigencentrality

is calculated as undirected eigenvector since the exhibition network is undirected. For inventor–exhibitor

with multiple patents or exhibits, eigencentrality is averaged. OLS regressions, robust standard errors in

parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01

Using the linked inventor-exhibitors, we assess whether the exhibition-based innova-

tion network is similar to the patent-based innovation network. The basic assumption

is that inventor–exhibitors patented technologies similar to those they exhibited. Under

this assumption, we expect that if the exhibit-based innovation network is similar to the

patent-based one, then inventors with more central patents within the patent network

should also have more central exhibits within the exhibit network.

We assess the prediction of whether inventors with more central patents also exhibited

more centrally in Table F.8. The unit of analysis is are inventor–exhibitors, individuals

who appear in both the patent and exhibition data. The dependent variable is the average

eigenvector centrality of the inventor’s patents in the (British) patent network. The

explanatory variable is the average eigenvector centrality of the inventor’s exhibits in

the exhibition network. We observe a strong positive relationship between the centrality

of an individual’s patented and exhibited inventions, which holds for di�erent empirical

speci�cations (centrality in levels, logs, or ranks). This result indicates strong similarities

between the patent-based network and that obtained from exhibition data. Thus, we

conclude that patterns observed in the patent data re�ect patterns that can also be observed

in data that do not rely on the �ling of patents.

It is also informative to study how French and British exhibitors di�ered in terms of

the types of technologies that they exhibited at the Crystal Palace. As a �rst look, Table F.9

describes the ratio of British to French exhibitors in the di�erent exhibition data technology

categories. For example, the ratio of British to French inventors was particularly high in

areas such as Machines for direct use (including steam engines and locomotives) or Military
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Table F.9: Distribution of British and French exhibits

Exhibition technology category British French B/F ratio

Construction 196 8 24.50

Military and maritime equipment 349 30 11.63

Machines for direct use, engines, carriages, railway 388 42 9.24

Tapestry, lace, embroidery 283 32 8.84

Agricultural machinery 255 29 8.79

Mining and Minerals 357 43 8.30

General hardware, incl. locks and grates 610 78 7.82

Manu. of mineral subst. incl. tiles, cement, bricks 119 18 6.61

Furniture 327 59 5.54

Jewelry 113 21 5.38

Manu. of an. and veget. subst. incl. rubber, brushes 127 27 4.70

Misc. manufactures and small wares 258 61 4.23

Glass 83 23 3.61

Woven and felted fabrics 96 27 3.56

Leather, boots and shoes 271 78 3.47

Woollen and worsted 322 94 3.43

Veg. and animal substances used in manufacturing 136 41 3.32

Cotton fabrics and dyes 62 19 3.26

Scienti�c instruments 552 181 3.05

Clothing 223 76 2.93

Flax and hemp 72 25 2.88

Machines and tools for manufacturing 219 93 2.35

Cutlery and hand tools 39 21 1.86

Paper and bookbinding 154 88 1.75

Chemicals 129 77 1.68

Porcelain, china, earthenware 60 37 1.62

Food processing 123 77 1.60

Silk and velvet 79 108 0.73

Mixed fabrics, incl. Shawls 0 54 0.00

The table describes the number exhibits by British and French exhibitors in each technology in the exhibitions

data as well as the ratio of British to French exhibits. The table is sorted by the ratio, with the “most British”

technology categories appearing at the top and the “most French” categories appearing at the bottom.
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Table F.10: Country centrality within the exhibition network

Dep var: Exhibition eigencentrality

Level Log Rank

(1) (2) (3)

Exhibit ratio Britain vs France 0.004* 0.176*** 0.452***

(0.002) (0.051) (0.129)

N (Obs = exhibit category) 29 28 29

R2 0.126 0.180 0.204

Std. � 0.356 0.424 0.452

The table documents that, across exhibition categories at the London World’s Fair 1851, a higher ratio

of British to French exhibitors was signi�cantly and strongly associated with higher network centrality.

Eigencentrality is calculated as undirected eigenvector because the exhibition network is undirected. OLS

regression, robust standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01

and Maritime Equipment (including shipbuilding). In these categories, British inventors

were also dominant in the patent data. Conversely, French exhibitors were relatively more

prominent in technologies related to Wearing Apparel, Food Processing, and Paper and Books.
In these technologies, French inventors also �led relatively more patents.

In Table F.10, we study more systematically how the centrality of French exhibitors

di�ers from that of British exhibitors within the exhibition-based innovation network. The

unit of observation is the exhibition category. The dependent variables is a category’s

eigenvector centrality in the exhibition-based network. The explanatory variable is the ratio

of British to French exhibitors in each category. Across di�erent empirical speci�cations

(levels, logs, or ranks), the table shows that British inventors tended to locate in more

central technology categories within the network. The �nding con�rms the patterns

documented in Table 3 for the patent data. Thus, British inventors appear more central

than French inventors even in data covering many unpatented inventions.
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